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Ozet

Bu ¢alisma, bitki atiklar: kullanilarak cevre dostu, hizli ve ucuz bir yontem olan yesil sentez araciligiyla
seryum oksit (CeQ:) nanopartikiillerinin (CeO, NP) elde edilmesi ve spektroskopik ydntemlerle
karakterizasyonunu icermektedir. Kimyasal veya fiziksel yontemlerle nanopartikiil sentezlenmesi yerine
bitki atiklarindan hazirlanan su ekstrakti dogal indirgeme ve stabilize edici ajanlar olarak kullamlmistir.
Ctinkii bitki materyalleri sekonder metabolitler dedigimiz biyoaktif bilesenler icermektedir. Sentezlenen
nanopartikiillerin yapisal ve morfolojik ozellikleri UV-Vis spektroskopisi, X-isim difraksiyonu (XRD),
Fourier doniigiimlii kizil6tesi spektroskopi (FTIR) ve taramali elektron mikroskobu (SEM)ile karakterize
edilmigtir. Bu yontemlerin ortaya koydugu sonuglar, CeO; NP lerin basaril bir sekilde sentezlendigini
ve bitki atiklarimin bu siiregte etkili bir rol oynadigini gostermistir. Tiim diinyada ekonomik ve ¢evre
temizligi agisindan siirdiiriilebiliv kavrami 6nem kazamirken ¢aliymamiz bu ydénden de énem arz
etmektedir. Elde edilen CeO> NP ler tip (antioksidan, anti kanser ve ilag tasima), ¢cevre ¢alismalar (atik
su iyilestirilmesi), enerji sistemleri ve elektronik alanlarinda, tarim sektoriinde yaygin kullanilmalariyla
dikkat cekmektedir. Elde edilen sonuglar, CeO: NP lerin basariyla sentezlendigini ve atik bitkilerin ¢cevre
dostu nanoteknolojik uygulamalarda degerlendirilebilecegini ortaya koymustur. Bu ¢alisma, ¢evre
teknolojileri ve stirdiiriilebilir nanomalzeme iiretimi alanlarina katki sunmayr amaglamaktadir.

Anahtar Kelimeler: Seryum oksit nanopartikiil, Yesil sentez, Bitki atiklari, Karakterizasyon,
Stirdiiriilebilir nanoteknoloji
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Abstract

Tibbi laboratuvar tammu giincel mevzuatta, insan saglhiginin degerlendirilmesi, hastaliklarin onlenmesi,
tan ve tedavi siirecinin izlenmesi ile prognoz ongoriisii amact ile biyolojik materyallerin incelendigi,
sonuglarin raporlandigi, gerektiginde yorumlandigi ve ileri incelemeler icin oOnerileri de iceren
hizmetlerin sunuldugu laboratuvar olarak tanimlanmaktadir. Eger tibbi laboratuvarda formaldehit gibi
buharimin solunmasi ile toksik etkilerinin ortaya ¢iktigt WHO tarafindan kabul edilmis bir kimyasal
kullanimas: halinde laboratuvarda,; ¢alisanlarin soludugu hava diizeyine ve laboratuvar ortaminda
calisanlart formaldehit buhart gazindan menfi etkilenmesini engelleyen havalandirma sistemlerin
kurulmasi ve tibbi laboratuvar alanina uygun, kalibre edilmis ve sertifikali formaldehit buhart varlig
ve gaz diizeyini dedekte edecek 6l¢iim cihazi ile veya yaka karti ile solunum diizeyinde ol¢iim yapilarak
maruziyet diizeyi belirlenir. Calisanlarin maruziyeti halinde formaldehit metabolitlerinin kan veya
idrarda tespit edilmez ancak dedektor ile gaz olgiimii kullaniciya ortamda bulunan anlik maruziyet
hakkinda kalitatif bilgi verirken solunum diizeyinde yaka karti ile 6l¢iim ise kisisel maruziyet diizey
miktart hakkinda kantitatif bilgi vermektedir.

Anabilim Dalimizda; 2013-2023 yulart arasinda farkli zaman araliklarinda, ayni ¢alisma alanlarinda
solunum diizeyinde yaka karti ile TWA(sekiz saatlik), stel(15 dakikalik), VOC (Volatile Organic
Compounds ; Ugucu Organik Bilesikler) tespit cihazi ile momentary (anlik) 23 farkl dlgiim yapiimigtir.
Aymi teknik alanda yer alan farkli noktalarda; 22 o6l¢iim TWA, STEL ve VOC olgiimlerinde kabul
edilebilir degerlerde bulunmustur. Iki noktada yapilan élciimde elde edilen degerlerde en az bir dlciim
degerinin kabul edilebilir nitelikte diger iki degerin ise kabul edilebilir degerin tizerinde oldugu
goriilmiis bu noktalarda diizenleyici énleyici faalivet raporu hazirlanmistir. Bu noktalarda; STEL
degerlerin kabul edilebilir simrlarda olmasina ragmen VOC degerlerin limit iizerinde kaldig
anlasilmaktadir.

Tiim sonuglar toplu halde incelendiginde, TWA ve STEL degerlerinin ¢alisma alani ve gorev
niteliklerine uygun oldugu, VOC degerlerinin ise STEL solunum diizeyi degerlerinin % 0,1 ile % 0,8
arasinda yiiksek deger almakla birlikte yakin degerler almistir. Kabul edilebilir limit iizerinde kalan
olgiimler ayrica incelendiginde TWA ve STEL degerler kabul edilebilir limitlerde kalmasina karsin VOC
degerlerin limit iizeri kalmasi,; formaldehit gazi buharimin solunum diizeyinde yaka karti ile tespit
mesafesinden daha hizly yayidigi, anlik élciimlerde anlaml fark olmamasina ragmen VOC odlgiim
etkinliginin yaka karti 6l¢iimlerinden ancak % 10°a kadar yiiksek oldugunu géstermektedir.

Key words: Formaldehyde, TWA, STEL, VOC, OSHA
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Abstract

Hepatitis C Virus (HCV), a widespread bloodborne pathogen, plays a major role in the global
prevalence of chronic liver disorders, particularly cirrhosis and hepatocellular carcinoma. Timely
and accurate detection of HCV is essential for preventing disease progression and improving patient
outcomes. Traditional diagnostic methods, while effective, can be invasive and expensive,
emphasizing the need for more accessible, non-invasive alternatives. In this context, machine
learning (ML), and more recently Graph Neural Networks (GNNs), have gained prominence for their
ability to model complex relationships within biomedical data. This study investigates the
classification of HCV using a biochemical dataset comprising features such as age, sex, ALB, ALP,
ALT, AST, BIL, CHE, CHOL, CREA, GGT, and PROT. SMOTE-NC (Synthetic Minority Over-
sampling Technique for Nominal and Continuous features) was applied to balance the class
distribution. A graph was constructed using the k-nearest neighbors algorithm with k=14, forming
edges based on feature similarity in a transductive setting. Although GraphSAGE is primarily
designed for large-scale graphs with dense relational structure, our experiments demonstrate that it
performs remarkably well even on tabular biomedical datasets like HCV. The model architecture
includes four graph convolutional layers with residual connections, Leaky ReLU activations,
dropout, and was optimized using AdamW over 1000 epochs. Performance was validated across 10
independent train-test splits. The GraphSAGE model achieved robust and consistent results with
accuracy and F1-score of 99.29% =+ 0.28. Additionally, classical ML models such as random forest,
gradient boosting, k-nearest neighbors, support vector machine, and decision tree yielded F1-scores
and accuracy values ranging from 95.72% to 99.29%, with standard deviations between 0.28 and
0.85. These findings suggest that while both approaches are viable, GraphSAGE provides a robust
and flexible alternative to traditional ML, especially with better feature selection and parameter
tuning. Its adaptability to a variety of parameter configurations makes it a promising tool in
biomedical diagnosis setting.

Keywords: HCV, Graph Neural Networks, Machine Learning, Biochemical Data, Diagnosis
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Abstract

The stock market is highly arduous to predict due to its nature. As a result of market noise, volatility,
and external influences such as economic indicators, geopolitical events, and investor sentiment, stock
price prediction is inherently challenging. It’s observed in the existing literature that when a single
univariate model is used to model stock prices, the models have difficulty fully detecting price
movements. For this reason, we developed a daily forecasting framework applied to the BIST30 index,
focusing on the THYAO stock. We decomposed the data into components using STL and predicted each
component individually by selecting an appropriate modeling approach based on its characteristics.
The trend component is modeled by Ridge Regression thanks to its capability of applying regularization
to prevent overfitting, and the seasonal component is modeled using TCN, a CNN-based architecture.
The residual component which captures irregular and volatile fluctuations, is modeled using an
ensemble approach This component is handled through a sophisticated ensemble method that combines
XGBoost, GARCH, and spike detection techniques as input to XGBoost meta model. Finally, we
combined their predictions into a meta-learner based on Lineer Regression to generate the final
forecast. Empirical evaluations demonstrate significant improvements on stock price prediction
accuracy, with evaluation metrics of MAE: 1.5574 and MAPE: 0.53%. The study found that ensemble
meta-learning techniques and decomposed component based predictions significantly increased the
accuracy of stock price predictions.

Key words: Price Forecasting, Data Decomposition Machine Learning, Deep Learning, Meta-

Learning
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Abstract

Isolating high-quality DNA from fermented bread products presents a significant difficulty due to the
presence of complex carbohydrates, inhibitors, and a diverse microbial life within the matrix. This
study aimed to assess the efficacy of two commercial DNA extraction kits, GeneSpin and NucleoSpin
in isolating genomic DNA from bread derived from Triticum monococcum. A manually tailored
CTAB-based extraction process was concurrently employed to evaluate its effectiveness as an
alternate method for DNA recovery from starch-rich, fermented food samples.

DNA was extracted using the commercial kits as well as the manually optimized CTAB protocol. The
performance of each extraction method was comprehensively evaluated by measuring DNA yield
(expressed in ng/ul) and assessing purity ratios (A260/4280 and A260/4230) using a NanoDrop™
spectrophotometer. These metrics provided insight into nucleic acid concentration and the presence
of potential contaminants such as proteins, phenolic compounds, or polysaccharides, which are
particularly relevant in starch-rich, fermented matrices like sourdough bread.

The comparison investigation indicated that NucleoSpin provided the best yield and most consistent
quality DNA, closely followed by GeneSpin, both designed for complex food matrices. Despite its
labor-intensive nature, the CTAB method yielded high-molecular-weight DNA with minimal
fragmentation and superior purity. This made it a promising candidate for downstream applications
such as PCR and metagenomics. However, for successful application in high-throughput sequencing
workflows, the CTAB method requires additional optimization steps to effectively remove inhibitors
and improve performance. Its success is critically dependent on precise execution, reagent freshness,
and the incorporation of specific purification modifications tailored for starch-heavy substrates like
bread.

Following extraction, the DNA samples have been undergoing 16S rRNA gene sequencing and
metagenomic analysis, further confirming the effectiveness of the optimized methods in studying
fermented food microbiomes.

Key words: DNA extraction, Microbiome , Fermented food



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Universite Ogrencilerinin Yapay Zeka Okuryazarhk Diizeylerinin Farkh Demografik
Degiskenler A¢isindan Incelenmesi

Abdullah BALCT™

! Tokat Gaziosmansapa Universitesi, Erbaa Meslek Yiiksekokulu, Bilgisayar Teknolojileri, 60500,
Tokat, Tiirkiye

* Corresponding author e-mail: abdullah.balci@gop.edu.tr

Ozet

Giintimiizde yapay zekd (YZ) teknolojileri; egitimden sagliga, ekonomiden sosyal yasama kadar
bir¢ok alanda hizla yayginlagmakta ve bireylerin yasam bigimlerini dogrudan etkilemektedir. Bu
gelismeler, bireylerin YZ teknolojilerini anlayabilme, yorumlayabilme ve bilingli bir sekilde
kullanabilme becerilerini ifade eden yapay zekd okuryazarligini 6nemli bir yeterlilik haline
getirmistir.

Bu dogrultuda, ¢alismanmin amact iiniversite 6grencilerinin yapay zekd okuryazarlhik diizeylerini
belirlemek ve c¢esitli demografik degiskenlere gére anlamli farklilik gosterip gostermedigini
incelemektir. Nicel arastirma yontemlerinden tarama modeli kullanilarak gerceklestirilen ¢calismanin
orneklemini, 2024-2025 akademik yihnda Tokat Gaziosmanpasa Universitesi Erbaa Meslek
Yiiksekokulunda 6grenim goren toplam 421 ogrenci olusturmaktadw. Katilimcilar, kolayda ornekleme
yontemiyle belirlenmistir. Veriler, Wang ve arkadaslari (2022) tarafindan gelistirilen ve Celebi ve
arkadaslart (2023) tarafindan Tiirk¢eye uyarlanan, bireylerin yapay zeka okuryazarlik diizeylerini
Olemeye yénelik ifadeler iceren “Yapay Zekda Okuryazarligi Olgegi” aracihigiyla toplanmustir. Elde
edilen veriler, SPSS 22 programi kullanilarak analiz edilmis, analiz siirecinde betimsel istatistikler,
bagimsiz orneklemler igin t-testi ve tek yonlii varyans analizi (ANOVA) uygulanmistir.

Arastirma sonuglarina gorve ogrencilerin yapay zekd okuryazarlik diizeyleri yiiksek bulunmustur.
Katihmcilarin YZ okuryazarlik diizeyleri; cinsiyet, YZ egitimi alma durumu ve ogrenim goriilen
program tiirti (teknik veya sosyal) degiskenlerine gére anlamly farklilik géostermektedir. Bununla
birlikte, ogrenim gériilen simif diizeyi ile giinliik bilgisayar (internet) kullanimi siivesi degiskenlerine
gore yapay zeka okuryazarilik diizeylerinde anlaml bir fark tespit edilmemistir. Bu sonuglar, yapay
zekd okuryazarlhigimin teknolojiyi kullamim siivesinden ziyade, alinan egitim ve ogrenim goriilen
alanla daha yakindan iliskili oldugunu ortaya koymaktadur.
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ézet

CIC-10T2023 veri setinin bu ¢alismada kullanilan versiyonu, cesitli DDoS ve Mirai tabanli saldur
tiirlerinin yam sira normal (Benign) trafigi de icerecek sekilde yapilandirilmistir. LSTM, BiLSTM ve
CNN-BiLSTM+Transformer modelleri ile ¢ok sinifly (multi-class) calisimistir. Veri setindeki eksik ve
anlamsiz verilerin temizlenerek model egitimdeki sapmalar minimize edilmistir. Ozellikle modelde
ezberlemeye neden olan siitunlarin veri setinden ¢ikarilmasi, overfitting riskini onemli odlgiide
azaltmistir. Calismada, ozelliklerin deger araliklarini normalize etmek amaciyla RobustScaler ve
MinMaxScaler birlikte kullanilmistir. Yiiksek boyutlu veriyle ¢alisildigi icin SelectKBest yontemiyle chi?
testi uygulanmuis ve en iyi 15 ozellik secilmistir.

LSTM ve BiLSTM modelleri %98'lik basarim degerleri ile birbirine olduk¢a yakin sonuglar verirken,
CNN-BiLSTM + Transformer mimarisi, ozellikle Mirai-Greeths ve Mirai-Greips smiflarinda daha
diisiik performans sergilemistir. Model performansimin sinif bazl detayli analizini yapabilmek adina,
ROC (Receiver Operating Characteristic) ve PR (Precision-Recall) egrileri degerlendirilmistir.

LSTM modeline ait ROC egrisi, modelin genel anlamda oldukca basarili bir aywrt etme kapasitesine
sahip oldugunu ortaya koymaktadwr. Benign, DDoS-SYN, DDoS-TCPs, DDoS-UDP ve Mirai-udpplains
gibi suiflar icin AUC = 1.00 seviyesinde degerler elde edilmis, Mirai-Greeths ve Mirai-Greips gibi
oriintiileri benzegen alt siniflarda ise AUC = 0.99 degerleri gozlemlenmistir.

BiLSTM modeli, ¢ift yonlii ogrenme kapasitesi sayesinde ozellikle zaman bagimli driintiilerde daha derin
baglamlart kavrayabilmektediv. BiLSTM modeli i¢cin ROC egrilerinde model, Benign ve DDoS
tiirlerinde AUC = 1.00 diizeyinde bir basariya ulasmistir. Ancak Mirai-Greeths suifi icin AUC = (.97,
Greips igin ise AUC = 0.98 degerleri gozlemlenmistir.

CNN-BiLSTM + Transformer modeli Precision-Recall (PR) egrileri, dzellikle dengesiz veri yapilarinda
smif bazli dogrulugu él¢mek agisindan kritiktir. Bu modelde Benign ve DDoS siniflarinda AP (Average
Precision) degeri 1.00 olarak 6l¢iilmiis olsa da, Mirai-Greeths sinifi icin AP = 0.84 ve Mirai-Greips igin
AP = 0.87 degeri elde edilmistir.

U¢ modelin confusion matrix sonuglart birlikte degerlendirildiginde Benign, DDoS-SYN, DDoS-TCPs
ve DDoS-UDP gibi temel siniflarda modellerin yiiksek dogrulukta tahmin yaptigi anlasilmaktadir. Ancak
Mirai alt simiflarinda, benzer davranis desenleri sebebiyle modeller i¢in daha zorlayici olmustur. Bu
durum, model mimarisi se¢iminde suf yapisimin ayrigtirdabilirliginin géz oniinde bulundurulmast
gerektigini ortaya koymaktadir (Gueriani et al., 2024).

Anabhtar kelimeler: IoT Giivenligi, Saldirt Tespit Sistemleri, Derin Ogrenme
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Abstract

The main purpose of this study is to examine the relationship between digital game addiction and
learning responsibilities among secondary school students living in rural areas. A review of the
literature shows that most studies on digital game addiction have focused on urban settings, while
studies specific to rural areas remain limited. In this context, the research was conducted using the
relational survey model. The sample consists of 131 students from 5th, 6th, 7th, and 8th grades at a
secondary school in the town of Cat, located in the central district of Tokat province, Turkey. As data
collection tools, a Personal Information Form developed by the researchers and the “Digital Game
Addiction Scale for Children” developed by Hazar and Hazar (2017) were used. This 12-item scale,
designed for children aged 1014, is structured as a 5-point Likert-type scale. The scale includes four
sub-dimensions: “postponement of individual and social responsibilities,” “excessive focus on and
conflict over digital games,” “tolerance development during gameplay and the value attributed to
games,” and “psychological-physiological reflections of deprivation and immersion in games.” The
data were analyzed using the SPSS sofiware package. The Cronbach’s alpha coefficient of the scale was
calculated as .737, indicating an acceptable level of internal consistency. Skewness and kurtosis values
showed that the data were normally distributed. According to the analysis results, there was no
significant difference in digital game addiction levels between male and female students (p > .001).
However, a significant difference was found in the sub-dimension of “psychological-physiological
reflections of deprivation and immersion in games” in favor of students aged 10 and 13 (p < .001).
Based on these findings, it is recommended that similar studies be conducted with larger samples, and
that intervention programs be developed to raise awareness, particularly regarding the fourth sub-
dimension.

Key words: Digital game addiction, Addiction symptoms, Excessive focus on digital games, Rural
children, gameplay duration.
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Abstract

With the rapid advancement of digital technologies, online games have become a significant part of the
daily lives of middle school students (Griffiths, 2010). This age group is drawn to games for both
cognitive and emotional reasons, motivated by factors such as achievement, entertainment, and
socialization (Varanok & Sahin, 2024). Additionally, metacognitive awareness related to gaming
processes provides important insights into how individuals regulate their gaming behaviors (Nazligiil
& Siisen, 2021). The aim of this study is to examine the relationship between middle school students’
motivations for participating in online games and their metacognitive beliefs regarding gaming. The
study analyzed data collected from 365 middle school students. Two data collection tools were used: the
16-item “Online Gaming Motivation Scale (COKAO)” and the 12-item “Metacognitions about Online
Gaming Scale (MOGS-T).” The COKAO, developed by Korkin-Varanok and Sahin (2024), consists of
three subscales: achievement, entertainment, and socialization. Reliability coefficients for the scale are
as follows: Fleiss' Kappa = .91, McDonald'’s Omega = .93, test-retest correlation = .80, and Cronbach s
alpha values are .87 (achievement), .83 (entertainment), and .81 (socialization). The MOGS-T, adapted
by Denizci-Nazligiil and Siisen (2021), measures students’ metacognitive beliefs regarding gaming and
includes two subscales: positive and negative metacognitions. In the current study, the Cronbach s alpha
value for the MOGS-T was calculated as .883. Skewness and kurtosis values indicated that the data met
the assumption of normality. Findings revealed that male students had significantly higher scores in
both gaming motivations and metacognitive beliefs compared to female students. While grade level did
not result in significant differences in gaming motivations, it did have a significant effect on
metacognitive beliefs. Specifically, Sth-grade students exhibited lower metacognitive awareness
compared to those in 5th and 6th grades. Furthermore, a moderate, positive, and statistically significant
correlation was found between gaming motivations and metacognitive beliefs (r = .481, p < .001). In
conclusion, as students’ motivations for playing online games increase, their cognitive awareness
regarding the gaming process also tends to increase. Based on the findings, it is recommended that
educational programs be developed to raise awareness among students about their gaming behaviors
through the lens of their motivations and metacognitive beliefs.

Key words: Digital gaming in adolescence, Gaming addiction, Metacognitions about online gaming,
Online gaming motivations, Problematic gaming behavior
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ézet

Yapay zekd ve metal nanopartikiillerin (MN) sentezi, modern bilim ve teknolojinin kesisiminde onemli
bir alan olarak karsimiza ¢ikmaktadw. MN, yiiksek yiizey alanlar, kimyasal aktivite ve optik ozellikleri
sayesinde bir¢ok endiistri sektoriinde ozellikle elektronik, tip ve ¢evre miihendisliginde kullamimlar
bulunmaktadw. MN sentezinde geleneksel yontemler uzun zaman alirken, maliyet ve kontrol zorluklar
icermektedir. Yapay zeka devreye girdiginde bu siireglerin optimize edilmesine katki saglamaktadur.
Yapay zeka algoritmalari, biiyiik veri analizi, modelleme ve simiilasyon gibi tekniklerle, nanopartikiil
sentezini daha hizli, daha etkili ve daha az maliyetli hale getirmektedir.

Yapay zekamin MN sentezindeki rolii, bu malzemelerin ozelliklerini etkileyen parametrelerin
belirlenmesi agisindan onemlidir. Geleneksel deneysel yontemler, optimum sartlarin belirlenmesi igin
zaman alict olabilirken, yapay zeka sistemleri, makine 6grenimi temelli yaklasimlar ile parametrelerin
otomatik olarak analizini saglayarak, en uygun kogullar: belirleyebilmektedir. Bu siirecte, veriye dayalt
yvaklagimlar, nanopartikiil boyutu, sekli, dagilimi ve yiizey modifikasyonlari gibi ozelliklerin kontroliinii
kolaylastir: Bu durum, yalmizca materyal miihendisliginde degil, aym zamanda biyomedikal
uygulamalarda da nanopartikiillerin spesifik islevselligini artirmaktadir.

Sonug olarak, yapay zekd ile MN sentezi, yenilik¢i bir yaklasim sunmakta ve aragtirmacilarin malzeme
tasarimi  stiveglerini yeniden sekillendirmektedir. Bu disiplinler arasi entegrasyon, nanopartikiil
arastirmalarinda daha once miimkiin olmayan hiz, dogruluk ve verimlilik elde edilmesine olanak
tammaktadw. Yapay zeka destekli bu yeni yontemler, bilimsel kesifleri hizlandirirken, ayni zamanda
ticari uygulamalar icin de potansiyel faydalar sunmaktadur.

Anahtar Kelimeler: Yapay zeka, Metal nanopartikiil, Sentez, Karakterizasyon.
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Abstract

The genus Babesia, belonging to the phylum Apicomplexa, comprises protozoan parasites that are
transmitted by ticks and are known to infect the red blood cells of mammals, including humans. In this
study, a total of 112 ticks collected from 80 wild mammals representing 23 species across 17 provinces
in Tiirkiye were screened for Babesia using PCR targeting the 411—-452 bp region of the 18S rRNA gene.
The sequences obtained were analyzed and aligned using BioEdit Sequence Alignment Editor, version
7.0.5, while MEGA 12 software was employed for phylogenetic analysis based on the maximum
likelihood method. The analysis revealed Babesia DNA in 7 ticks (6.25%). NCBI Blastn comparisons
and phylogenetic inference confirmed the presence of Babesia microti in Ixodes acuminatus ticks from
Edirne, Balikesir, and Tokat provinces, and Babesia caballi in a Hyalomma sp. tick from Kars province
of Tiirkiye. The study provides insights into the diversity and distribution of Babesia species in wildlife-
associated ticks in Tiirkiye and contributes to the broader understanding of tick-borne disease ecology
through molecular and phylogenetic approaches.

Key words: Babesia, Ticks, Ectoparasites, Zoonoses, Diseases
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ézet

Bildircin yetistiriciligi, son yillarda artan talep ve ekonomik potansiyeli nedeniyle é6nemli bir tarimsal
faaliyet haline gelmistir. Bildircinlarin biiyiime egrilerinin dogru bir sekilde tahmin edilmesi, yem
maliyetlerinin optimizasyonu, kesim zamaninin belirlenmesi ve genel verimliligin artirilmasi agisindan
kritik oneme sahiptir. Geleneksel yontemlerin yani sira biiyiik veri toplulugunda daha hassas
yvaklagimlara ihtiya¢ duyulmaktadir. Bu baglamda, lineer derin égrenme algoritmalari, bildircinlarin
biiyiime egrilerini tahmin etmek i¢in umut vadeden bir yéntem olarak ortaya cikmaktadw. Derin
ogrenme, yapay sinir aglari (YSA) tizerine kurulu bir makine ogrenimi alt dalidir. Lineer derin 6grenme,
YSA'larin en temel tiirlerinden biridir ve genellikle verilerin lineer bir iliski sergiledigi durumlarda
kullanilir. Bu algoritmalar, girdi katmani, bir veya daha fazla gizli katman ve bir ¢ikti katmanindan
olugsur. Her bir katman, bir dizi diigiimden (néron) olusur ve bu diigiimler arasindaki baglantilar,
agirliklar araciligiyla temsil edilir. Lineer derin 6grenme algoritmalari, bildircinlarin biiyiime egrilerini
modellemek igin kullanilabiliv. Bu modeller, yas, yem tiiketimi, genetik faktorler ve ¢evresel kosullar gibi
cesitli girdileri kullanarak, bildircinlarin agirliklarimi tahmin edebilir. Bu tahminler, yetistiricilere
onemli bilgiler saglayarak, daha bilingli kararlar almalarina yardimci olabilir.

Anahtar Kelimeler: Lineer Derin Ogrenme, Biiyiime Egrisi Bildircin
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0zet

Bu calisma, ozel yetenekli bireylerin fen egitiminde yapay zeka (YZ) tabanli uygulamalara yonelik
son on ydda (2014-2024) yapilmis akademik ¢alismalar: sistematik bigimde incelemeyi
amaglamaktadir. Alan yazini taramast yontemiyle yiiriitiilen bu arastirmada, orneklem ozellikleri,
yaywn yeri (uluslararasi/ulusal), kullanilan arastirma desenleri, ¢calisilan konu bashiklar, kullanilan
YZ araglari ve veri analizi yontemleri temel inceleme kriterleri olarak belirlenmistir. Calisma
kapsaminda, “‘gifted students”, “science education”, ‘artificial intelligence”, “Al in gifted
education” gibi anahtar kelimelerle ulusal ve uluslararasi veri tabanlarinda (ERIC, Scopus, Web of
Science, ULAKBIM vb.) tarama yapilmis; dahil edilme olgiitlerini karsilayan calismalar detayl
olarak incelenmigtir. Calismanin sonunda, elde edilen veriler dogrultusunda ozel yetenekli bireylerin
fen egitiminde yapay zeka kullanimina iligkin egilimler, odaklanilan temalar ve metodolojik ozellikler
sistematik bir bigimde sunulacaktir. Bu inceleme, alanda yapilan ¢alismalarin genel egilimlerini ve
bosluklarim ortaya koyarak, gelecekte ozel yetenekli bireylere yonelik fen 6gretiminde yapay zeka
kullanimini daha etkili ve hedefe yonelik planlamak isteyen arastirmacilar ve uygulayicilar igin yol
gosterici olmayr ama¢lamaktadur.

Anahtar Kelimeler: Ozel yetenekli 6grenciler, Fen egitimi, Yapay zeka, Dokiiman inceleme
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Abstract

In this study, the concept of generative artificial intelligence (generative Al) is introduced. Also,
current applications in areas such as text, image, audio, code, and educational content generation
are examined through specific examples. In the field of text generation, large language models such
as ChatGPT and DeepSeek stand out. For image generation, systems like DALL-E and Stable
Diffusion are prominent. For audio generation, platforms such as ElevenLabs are noteworthy. In
software development processes, tools like GitHub Copilot and ChatGPT are widely used; and in
educational material production, platforms like Curipod have gained attention. The common feature
of these technologies is their ability to produce original and usable content based on human input.
These Al tools, each serving different purposes in their respective domains, accelerate learning
processes, support creative production, and contribute to democratizing access to information.

Key words: Generative A, Artificial Intelligence, Large Language Models
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Abstract

Understanding stock market dynamics plays a crucial role in achieving both risk management goals
and effective investment decision-making. Standard financial models have limitations when it comes
to understanding complex stock relationships which results in subpar portfolio strategies. This
research examines the application of Hybrid Graph Convolutional Network (Hybrid GCN) to analyze
stock price relationships found within the Borsa Istanbul 30 (BIST 30) index. The use of graph-based
deep learning aims to improve financial network analysis while developing an investment framework
that provides stronger data-driven solutions to enhance portfolio performance. The analysis used
Yahoo Finance historical stock price data spanning a decade to accomplish this research. The
calculation of stock return correlations produced a matrix which defined significant relationships
between stocks through edge connections. The Hybrid GCN model received training to optimize
portfolio allocation through its ability to learn about stock dependencies and price movements. The
model's effectiveness was evaluated through testing against Minimum Variance Portfolio and Risk
Parity Portfolio and Market Capitalization-Weighted Portfolio which represent common risk-based
approaches in financial markets. The Hybrid GCN model delivers superior results than benchmark
portfolios when it comes to risk-adjusted returns and overall profitability. The Hybrid GCN model
achieved a Sharpe ratio of 1.0047 which outperformed all benchmark portfolios since the Minimum
Variance and Risk Parity portfolios reached 0.3830 and the Market Cap-weighted portfolio achieved
0.3393. The Hybrid GCN model produced a cumulative return of 1.0938 which exceeded the
benchmark portfolios' returns of 1.0260 for Minimum Variance and Risk Parity and 1.0217 for the
Market Cap-weighted portfolio. The Hybrid GCN model demonstrated better downside risk control,
with a maximum drawdown (MDD) of -7.94%, compared to the benchmark models, which reached -
9.02% and -9.05% for the Minimum Variance and Risk Parity portfolios, respectively, and the Market
Cap-weighted portfolio. The Sortino ratio of the Hybrid GCN model reached 1.8342, whereas the
Minimum Variance, Risk Parity, and Market Cap-weighted portfolios achieved 0.6835 and 0.5978,
respectively. These results indicate Hybrid GCN financial models deliver superior portfolio
performance through their ability to analyze stock dependencies for risk-adjusted return
optimization. This research demonstrates how Hybrid GCN can optimize portfolio allocation more
effectively than traditional methods through financial modeling applications. The study demonstrates
an adaptable financial forecasting and portfolio construction method that scales through graph-
based learning. Research should validate this model by applying it to broader stock indices, utilizing
different data sources in real-world investment strategies.

Keywords: Graph convolutional networks, Portfolio optimization, Financial network analysis, Stock
market prediction, Deep learning
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Abstract
In an increasingly volatile geopolitical and environmental landscape, global supply chains are under

constant threat from a myriad of disruptions, ranging from political conflicts and trade restrictions to
natural disasters and port congestion. This paper investigates the integration of predictive Artificial
Intelligence (Al) models into international logistics systems as a proactive mechanism to anticipate,
evaluate, and mitigate such disruptions. Utilizing a multidisciplinary approach, this study synthesizes
advancements in machine learning, network optimization, and real-time data analytics to demonstrate
how Al is revolutionizing supply chain risk management. Through comparative analysis and empirical
examples, it is shown that predictive Al not only enhances operational resilience but also offers
economic advantages by minimizing downtime and rerouting logistics in near-real-time. The paper
presents a framework for implementing Al-driven predictive systems within global logistics operations,
emphasizing ethical considerations, data governance, and international policy harmonization.
Ultimately, this research highlights Al’s transformative potential in shaping a more adaptive, secure,
and efficient global trade network.

Keywords: Predictive Al, Supply Chain Disruption, Geopolitical Risk, Port Congestion, Logistics

Optimization.
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Abstract

A breakthrough in the development of information technology is the most relevant expression of future
social development. Today, digital transformation is one of the most important directions in
international economic development policy.

The main prerequisites for digital transformation are new technologies: mobile Internet, social
networks, Artificial Intelligence (Al), BigData, cloud technologies, new generation robots, virtual and
augmented reality, Internet of Things, blockchain. Obviously, they appeared a long time ago, but the
conditions for their widespread use have developed only in the last decade. First of all, this was
influenced by the increased functionality and lower cost of technology.

Considering the current stage of development of society and the economy, it can be argued that today
we are witnessing a complete transition to a digital society, after many years of industrial development.
The digital transformation of the economy is taking place all over the world, at the level of individual
companies. Studying this process is especially relevant now, when we observe how international
companies create strong competitive advantages through the digital transformation of business
processes, which gives them leading positions on a global scale and great superiority in the
technological development of other organizations.

At the present stage, the digital transformation of business processes is an essential component in the
activities of trading companies, which occurs gradually and can last for years. The use of new
technologies in the activities of trading companies will be effective if the technologies, models and
competence of personnel meet the conditions for using the company's digital development strategy.
Digital transformation strategies and models are based on the use of digital technologies to change
business processes and create a competitive business, which makes it possible to obtain financial
benefits in the short term.

Key words: Digital transformation, Business processes, Trading companies, Digital strategies, Business

models
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Abstract

This study investigates the theoretical and practical aspects of the biplot method, an important
visualization technique in the field of multivariate data analysis. Biplot makes multidimensional data
structures comprehensible through two-dimensional graphs by representing both observation units
(samples) and variables on the same plane.

Biplot is a way of providing an interpretation of a common graph of row and column points. This is
based on using scalar products among row vectors and column vectors, linked to the lengths of the
vectors and the angles between them, not the distances between the points. In a biplot, just one of the
sets of features, rows or columns, is depicted in the base coordinates. This feature allows researchers
to simultaneously analyze the relationships between variables, the similarities between observations,
and which variables affect which observations more.

In the study, the mathematical foundations of biplot analysis are explained and its relationship with
principal component analysis is evaluated. Following the theoretical part, an applied biplot analysis
was performed on a multivariate data set from agricultural sciences; the orientation of variable
vectors, distribution of observation points and clustering tendencies were interpreted in detail.

The findings show that the biplot method not only supports statistical analyses, but is also an effective
visualization tool in decision support processes. The research underlines the need for biplot analysis,

especially in interdisciplinary studies that seek to make sense of complex data structures.

Key words: Biplot, Principal Components, Multivariate Analysis, Visualization, Data Exploration
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Abstract

The increasing use of artificial intelligence (Al) and algorithm-based decision support systems in public
administration raises significant concerns regarding transparency and accountability in the context of
governance principles. As digitalization accelerates, the proliferation of algorithmic systems in public
services reduces the role of human agency in decision-making processes. However, the lack of clarity
in the functioning of these systems presents critical challenges for both citizens and oversight
mechanisms in terms of transparency and auditability. In particular, the opacity of so-called “black box”
algorithms undermines public trust and contradicts the principles of democratic accountability.
This study adopts a qualitative methodology, drawing on literature review, legislative analysis, and the
examination of policy documents. Key regulatory frameworks such as the General Data Protection
Regulation (GDPR) of the European Union, the Turkish Personal Data Protection Law (KVKK), the
OECD Principles on Al, and the proposed Al Act are analyzed with respect to algorithmic transparency.
Case examples from Turkey—such as algorithmic applications in social assistance distribution and e-
government services—are discussed. International practices from the EU, Canada, and the United States
concerning the use of algorithms in  public services are also reviewed.
The findings reveal that the legal framework governing public algorithms in Turkey remains inadequate,
public awareness is limited, and algorithms are implemented without sufficient oversight mechanisms.
The study emphasizes the necessity for a comprehensive transparency mechanism supported by
explainable Al systems, algorithmic impact assessments, and improved levels of digital literacy among
citizens.

Key words: Algorithmic Transparency, Artificial Intelligence in Public Administration, Accountability
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Abstract

Tibbi Patoloji Laboratuvart rutin iglemleri; pre analitik, analitik ve post analitik siiregler olarak
ayrilmast ardindan analitik asamada tanmi almast hedeflenen doku veya hiicre gruplarimin farkl
asamalardan gegirilerek dokuya ait on bilgi ve elde edilen veriler esliginde incelenmesi talep edilen
doku ve hiicre grubunun tani alma siireci olarak tammlanabilir. Tam alma siirecinde olan doku veya
hiicre grubu, makroskopi, doku takip, doku gomme, trimming, kesit alma, basit ve kapsamli boyama ile
IHC, IF, FISH, ISH gibi daha kapsamli is ve islemleri kapsayan uzun bir siirectir. Bu siire¢ asama asama
devam eder, her asamada farkli unsurlar, sarf malzemeler, teknik ara¢ ve gerecler kullaniimast
zorunludur. Uretim amacin ve vasfini yitirmis olan tiim malzeme atik olarak tammlanmistir. Atiklar,
yerinde ve tiirtine gore farkl alanlarda farkli unsurlar kullanilarak toplanmig ve gegici atik depolama
biriminde atik bertaraf yiiklenicisine siire¢ teslim siirecinin tamamlanmasi ile teslim edilmigtir.

Analitik siire¢ sonunda; 2013-2024 yillart arasinda teknik alaninda iivetilen biyopsi sayisi ve zorlugu
ile iiretilen atik profil miktart arasindaki degisim ve degisime etki eden teknik unsurlar
degerlendirilmistir. 2013 yilindan baslayan ve 2020 yiina kadar araliksiz devam eden siirecte biyopsi
basina yiik miktarinda artisin ortalama tehlikeli, patolojik atik tiretim profili biyopsi basina dikkate
deger artis gostermedigi ancak 2020 yilinda evsel ve kesici delici atik miktarinda énceki yillara gore
belirgin bir atiy meydana geldigi ve artig egiliminin azalarak 2023 yilina kadar siirdiigii 2024 yuli
bagindan itibaren ise rutin atik iiretim profiline uygun devam ettigi anlasilmigtir.

Donem olarak, 2020 y1l1 basindan baslamak iizere biyopsi sayisinda anlamli diisme goriilmesine ragmen
evsel ve kesici delici atik tiretim miktarinda gériilen ciddi yiikselis 17.11.2019 tarihinde Cin’de ilk
Covid-19 vaka sonrasi 11.03.2020 tarihinde iilkemizde ilk vakamnn tespit edilmesi ile kisisel koruma
onlemlerindeki yiiksek artisin neden olabilecegini diigiindiirmektedir. Covid-19 vakalar: ve 14.01.2021
tarihinde asilama uygulamasinin baslamas ile evsel ve kesici delici atik tiretim miktarinda anlaml
azalma goriilmiig, 05.05.2023 tarihinde, WHO direktorii T. Ghebreyesus 15. Acil durum toplantisinda;
kiiresel halk saghgt acil durumuna son vermeyi tavsiye etmistir. Bu nedenle Covid-19 kiiresel acil
durumunun bittigi agiklamasi ile 2024 yilindan itibaren 2013-2019 seyrine geri dondiigii anlasilmistir.
Analitik siire¢ islemleri sonucu ortaya ¢ikan evsel, patolojik, tehlikeli, kesici delici atik miktari ile
biyopsi sayist  orami  covid-19 siireci  2020-2021 yulart diretimi  ile karsdastirddiginda
(p>0,78)istatistiksel olarak anlamly bulunmamuistir. Ancak pandemi dénemini kapsayan kiivesel saglik
sorununun yogun yasandigi ve biyopsi sayisinin bir énceki yila gore en az %34 oraminda azaldigi, 2020
ve 2021 pandemi yillarinda kisisel korunma onlemleri ve evsel atik iiretiminde %42, kesici delici atik
tiretiminde %250 oranminda artis goriilmiis, istatistiksel olarak anlaml goriilmiistiiv (P<0,05). (WHO)
Diinya Saglik Orgiitii niin 05.05.2023 tarihinde kiiresel halk saghg acil durumuna son vermesi ile
birlikte evsel ve kesici delici atik iiretim oram 2013-2019 donemi rakamlarina geri donmiistiir. Post
pandemi stirecinde ise rutin atik tiretim miktarlarina geri doniildiigiinii, pandemi gibi kiiresel etkilerin
klasik doku takip, rutin laboratuvar siireglerinde atik tiretimine etkisinin anlaml diizeyde olmadigini
gostermektedir.

Key words: Covid-19, Medical waste, Domestic waste.
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0zet

Bu c¢aliyma, dijitallesmenin  hiz  kazandigi giiniimiiz  ekonomik ortanminda siber giivenligin
makroekonomik politika ile olan iliskisini incelemeyi amacglamaktadir. Finansal sistemlerin dijital
altyapuara bagimliligy arttikca, siber giivenlik riskleri yalnizca teknik diizeyde degil, ekonomik karar
alma siireclerinde de onem kazanmaktadw. Siber saldirilarin finansal piyasalarda dalgalanmalara
neden olabilecegi, kamu maliyesi iizerinde baski olusturabilecegi ve yatirimci giivenini etkileyebilecegi
literatiirde giderek daha fazla tartisilmaktadw. Calismada, siber tehditlerin ekonomi iizerindeki
potansiyel etkileri dort 6nemli vaka (Colonial Pipeline, SWIFT saldirisi, Norsk Hydro ve NotPetya)
araciligiyla degerlendirilmis; bu olaylarin kisa vadeli ekonomik sonug¢larinin yani sira politika yanitlart
da incelenmigtiv. Ayrica uluslararast diizenlemeler ve merkez bankalarinin yaklagim bicimleri isiginda,
siber giivenligin ekonomi politikasi icindeki yeri tartisilmistir. Elde edilen bulgular, siber giivenlige
yonelik tehditlerin ekonomik yoniiniin giderek daha goriiniir hdle geldigini ve ozellikle finansal
istikrarin stirdiiriilebilirligi agisindan dikkate alinmasi gerektigini gostermektedir. Bu dogrultuda, dijital
altyapuarin korunmast icin merkez bankalarimin ve kamu otoritelerinin daha biitiinciil bir yaklasim
gelistirmesi onerilmektedir.

Anahtar Kelimeler: Siber giivenlik, Makroekonomi, Finansal istikrar, Siber saldirilar, Dijital doniigiim
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Bu ¢alisma, yapay zeka teknolojilerinin tarihsel geligim siireci, temel siniflamalart ve giincel uygulama
alanlarini inceleyerek, soz konusu teknolojilerin ekonomik yapi, toplumsal diizen ve bilimsel iiretim
tizerindeki ¢ok katmanli etkilerini analiz etmeyi amaglamaktadwr. Yapay zekanin sanayi, saglik, egitim,
savunma ve hizmet sektorlerinde sundugu verimlilik artisi, maliyet azaltimi ve hizmet kalitesi gibi
katkilarim yanminda, is giicii piyasasi, gelir dagilimi, etik normlar ve veri mahremiyeti baglaminda ortaya
ctkardigu riskler, biitiinciil bir yaklasimla degerlendirilmistir. Kiiresel olgekte Cin, ABD, Japonya, Giiney
Kore ve Almanya’min énciiliigiinde sekillenen yapay zeka ve robotik yatirimlari, Tiirkiye ornegi
tizerinden karsilastirmalr olarak incelenmis; Tiirkiye 'nin bu teknolojik doniisiime sanayi, hizmet ve
kamu sektorleri diizeyinde verdigi tepkiler sistematik bigimde analiz edilmistiv. Calisma sonucunda,
yvapay zeka teknolojilerinin yalnizca ekonomik biiyiime ve bilimsel ilerleme agisindan degil, ayni
zamanda toplumsal refah, sosyal adalet ve yonetisim ilkeleri bakimindan da doniistiiriicii bir rol
tistlendigi ortaya konulmustur.

Anahtar Kelimeler: Yapay Zeka, Robot Teknolojisi, Yapay Zekanin Ekonomiye Etkisi
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Abstract

This study aims to systematically examine the recent academic literature on big data use in
businesses, focusing on the most commonly applied data analysis methods, functional business areas
where big data is utilized, and the benefits and challenges encountered in its implementation.
Following the PRISMA methodology, a total of 185 peer-reviewed articles from the last five years
were selected from the Web of Science database. Thematic analysis revealed that the most frequently
used methods are data mining and big data analytics (40.8%), artificial intelligence and machine
learning techniques (34.2%), and statistical analysis and modeling approaches (25.0%). Big data is
most intensively employed in strategic management (52.2%,), information technologies and digital
transformation (47.8%), and marketing and customer relationship management (32.1%). The
primary challenges identified in the literature include data integration and siloed systems (40.2%),
complexity due to data volume and variety (33.7%), and technological infrastructure and cost
barriers (31.5%). In contrast, benefits of big data use were reported less frequently, with only 3.8%
of studies mentioning improved decision quality and 1.6% reporting competitive advantages. These
findings suggest that although big data holds substantial potential for organizational value creation,
businesses face considerable technical and managerial obstacles in realizing these benefits

effectively.

Key words: Big Data, Data Analytics, Digitalization in Business, Systematic Review, Thematic
Analysis
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Abstract

Wood is a heterogeneous, complex material consisting of various cell types. These cells form special
arrangements and have different shapes depending on the tree species. However, their shapes and
arrangements may change due to defects in the natural structure. A classical method for identifying
wood is to examine wood sections with a microscope. Various image processing techniques developed
today facilitate faster and more accurate determination of the cellular structure of wood. The method
allows in-depth analysis of cells to evaluate wood quality and technological properties. Sections taken
from a piece of wood are identified using image processing algorithms. Image processing: are methods
that enable the digitization of images and conversion into data sets with various techniques. Using
microscopic images in the wood section, they are processed and analyzed with computer programs.
There are different computer programs and algorithms prepared for this purpose. Images are obtained
with various image acquisition methods, including surface images, wood anatomical micro sections,
micro-CT tomograms or X-ray computerized micro tomography. These images allow the software to
detect important wood anatomical features such as cell shape and size. Cell quantities and percentages
are extracted from the image. Comparisons of commonly used image analysis methods have shown
agreement between the methods. There is high success in species identification, determination of defect
rates and agreement with microscopic data.

Key words: Image analysis, Image processing, Morphological operations, Wood anatomy
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Abstract

Acid-sensing ion channels (ASICs) are widely expressed in the peripheral and central nervous
systems. ASICs act as pH sensors leading to neuronal excitation. These channels are a family of
proton-sensing channels that are voltage-insensitive, mostly permeable to Na*, and nonspecifically
blocked by amiloride. At least seven ASIC subunits encoded by five genes (ASIC1-ASIC5) have been
identified in the peripheral and central nervous system: ASICla, ASIC1b, ASIC2a, ASIC2b, ASIC3,
ASIC4, ASICS. Acid-sensing ion channels play an important role as pharmacological targets due to
their involvement in various pathophysiological conditions. These channels are important
pharmacological targets in various pathophysiological processes affecting the peripheral nervous
system, such as neuropathic pain and diabetic neuropathy, and the central nervous system, including
epilepsy, stroke, migraine, anxiety, depression, neurodegenerative diseases, and other neurological
disorders. This review focuses on recent advances that have helped us to better understand the role
played by ASICs in different pathologies related to peripheral and central nervous systems diseases.
The role played by ASICs in different pathologies and pharmacological agents that act on ASICs and
may represent promising drugs are discussed. In the near future, ASIC antagonists and modulators
may also be considered as potential pharmacological targets in peripheral and central nervous
system diseases.

Key words: Acid-sensitive ion channels, Acidosis, Peripheral and central nervous system diseases
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Abstract

The starting point for the choice of the theme is that Industry 4.0 has been dramatically affected by
artificial intelligence technology, which has led to both positive and negative results. Increased
productivity and better optimization processes have allowed factories to be more efficient, but due to the
capabilities offered by artificial intelligence, professions that are at risk of automation are identified on
the market. Industry 4.0 is characterized by the integration of digital technologies and automation in
production

The paper deals with the concept of Industry 4.0, highlighting key technologies such as cloud
manufacturing, the Internet of Things (loT), artificial intelligence (Al) and big data analysis that have
a decisive role in reshaping industrial processes. The paper explores the perception of Industry 4.0,
highlighting its impact on production efficiency, the analysis of the manufacturing process in general.
Industry 5.0 has emerged as an entity that leads to a coherent, resilient and stable society. This paper
attempts to present an empirical projection of current artificial intelligence systems and the possible
impact on industries and societies. Industry 5.0 analyzes the changing dynamics of the workforce,
emphasizing the need for improvement and adaptability in the face of automation and technological
advances.

An important role in the development of the paper is played by the idea that Industry 4.0 is considered
to be technology-based, while Industry 5.0 is value-based. The transition from one industrial revolution
to another raises several questions, which in turn require discussion and clarification.

This paper provides an overview of the conception and perception of Industry 4.0, while anticipating
the paradigm shift towards Industry 5.0. It emphasizes the importance of rethinking the entire system in
the context of evolving technologies, emphasizing technological innovation.

In order to highlight the basic components for Industry 4.0 and Industry 5.0, we used Petri nets to
simulate an empirical model, because the advantages and disadvantages of manufacturing systems can
be observed in real time and the decision-making system can intervene from the design phase.

Key words: Industry 4.0, Industry 5.0, Cloud manufacturing, Internet Of Things
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Ozet

En temel yasam hakki olan saglk, genel olarak hastaligin bastan engellenmesi ve hastalik halinde
teshis ve tedavinin gerceklestirilmesi olarak tammlanmaktadir. Ancak bunlara ek olarak bireyin
fiziksel, zihinsel, duygusal veya sosyal a¢idan tam iglevsel hale gelmesini destekleyen rehabilitasyon
stireci de saghgin kapsamina girmektedir. Bu sebeplerden dolayr saghk yalnizca hastalik éncesi ya
da tedavisi siireciyle kisitlanamayacak, bireyin yasam kalitesini artirmaya yénelik ¢ok yonlii bir
stireci ifade etmektedir. Bu yoniiyle saglik, sosyal devlet ilkesi geregi devlet tarafindan sunulmasi ya
da regiile edilmesi gereken kamusal bir mal olarak nitelendirilebilir.

Diger yandan, toplumlarin varligini devam ettirebilmeleri i¢in sagligin temel sart olmasi toplumun
kalkinnmighk diizeyi ile saglhk arasinda ayrilmaz bir bag olugturmaktadw. Bu yiizden saglik, diinya
Kalkinma siireciyle birlikte toplumsal beklentilerin degismesi, niifus artisi, demografik yapinin
degismesi ve teknolojik gelismeler, saghk harcamalarinda artisa neden olmus ve Tiirkiye ve AB de
saglik politikalarimin yapilandirmasint  gerektirmistir. Yapilan reformlar ile saglhikta doniisiim
calismalar baslamis ve bu ¢alismalarda sadece bireysel arz ve talep dengesi degil hastaligin topluma
ve ekonomiye yiikii de ele alinmistir. Tercih edilen saglik sistemleri ve uygulama sekillerinin yani sira
bu sistemlerin ozellikleri de saglik harcamalarina yon vermektedir. Bu ¢alismada, Tiirkiye ve AB
saghk politikalar: ve harcamalart karsilastirmali olarak tartisilmistiv.

Anahtar Kelimeler: Saghk Politikasi, Saglik Harcamasi, Kamusal Mal.
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Ozet
Psikoterapi, bireylerin ruh saglhgina yonelik sorunlar: anlamalarini ve ¢ozmelerini destekleyen bilimsel bir tedavi
yontemidir (APA, 2016). Stresli yasam olaylari, hastaliklarla bas etme, travma sonrasi etkiler ve yas stirecinin
yani sira depresyon ve anksiyete gibi psikiyatrik rahatsizliklarin tedavisinde yaygin olarak kullanilmaktadir. Son
yillarda yapay zeka (YZ) teknolojilerinin gelismesiyle, psikoterapi alaninda dijital uygulamalarin kullanimi onemli
olciide artmigtir. YZ 'min insan duygularini ve diisiincelerini analiz edebilme yetenegi, psikoterapotik miidahaleleri
destekleyici imkanlar sunmaktadur.
YZ tabanli terapotik uygulamalar, terapistleri destekleyici sistemler olarak veya dogrudan danisanlarla etkilesime
giren sanal terapistler ve chatbotlar seklinde kullanilmaktadr. Tess, Woebot, Wysa ve Youper gibi uygulamalar;
depresyon ve anksiyete gibi yaygin ruhsal sorunlarin yonetiminde biligsel yeniden yapilandirma, psiko-egitim ve
farkindalik gelistirme islevieri tistlenmektedir. Sanal ger¢eklik tabanli avatar terapisi, sizofreni gibi bozukluklarda
isitsel haliisinasyonlart azaltma potansiyeli tasirken; gencler icin gelistirilen SPARX gibi dijital BDT (bilissel
davranig¢i terapi) programlari, duygu diizenleme becerilerini gelistirmeye yardimci olmaktadw:. Yapay zekanin
dogal dil igsleme yetenekleri sayesinde, bireylerin ifadeleri analiz edilerek ruhsal rahatsizlik belirtileri erken
asamada tespit edilebilmektedir. Bu teknolojiler, kisiye 6zel terapi planlart olusturmak, olumsuz diistinceleri
sorgulamak ve duygusal dayamikliligi artirmak igin etkili sekilde kullamilabilmektedir. YZ temelli terapotik
sistemler arasinda robot terapisi de dikkat ¢cekmektedir. Yaslhilar ve demans hastalart igin gelistirilen Paro gibi
sosyal robotlar, bireylerin sosyal etkilesimlerini gii¢lendirerek yalmizlik ve stres diizeylerini azaltmaya yardimci
olmaktadir.
YZ destekli sistemler, diisiik maliyet, genis erisim, aminda miidahale ve kisisellestirilmis tedavi gibi avantajlar
sunmaktadir. Ancak etik, giivenlik ve veri gizliligi konularinda tartismalara yol agmaktadir. Empatik iliskinin ve
insan temasimin  onemli oldugu psikoterapi siireclerinde, yapay zekamin simwrliiklari goz Oniinde
bulundurulmalidr. Sonug olarak, YZ’nin psikoterapiye entegrasyonu onemli bir doniisgiim siirecini beraberinde
getirmektedir. Insan terapistlerin yerini tamamen almas: miimkiin gériinmese de en etkili yaklagimin insan-YZ is
birligi oldugu diisiiniilmektedir. Etik ilkelere uygun gelistirilen YZ sistemlerinin, ruh saghgi hizmetlerini daha
erigilebilir ve etkili hale getirmesi beklenmektedir. Bu derleme, YZ’nin psikoterapideki kullanimini, etik
tartismalari ve gelecekteki olasi déniisiimleri degerlendirmektedir.

Anahtar Sozciikler: Ruh Saghigi, Yapay Zeka, Psikoterapi.
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Ozet

Pazarlama, hanehalk, is ortaklart ve tiim toplum icin deger tastyan teklifleri yaratma, iletme, sunma
ve degistirme faaliyetine iliskin siiregler biitiinii olarak ifade edilebilir. Uzun yillar boyunca
geleneksel yontemlere yiiriitiilen pazarlama siireci sosyal medya ve dijital diinyamn hizli geligimi
sonucunda evrimleserek daha etkili organize edilmeye baslanmuistir. S0z konusu dijitallesme ve sosyal
medyanin hizla ve biiyiiyerek yayilumi modern diinyada markalarin miisterilere ulagma yontemlerinin
kokten degismesine neden olmustur. Geleneksel pazarlama ydntemlerine kiyasla daha hizl,
olgiilebilir ve etkilesimli olan dijital pazarlama, bu yontemi etkili kullanan isletmelerin rekabet
avantaji elde etmesini saglanmigtir. Dijital pazarlamada ortaya ¢ikan son yontem ise sosyal medya
pazarlamasi olmustur. Bireylerin, topluluklarin ve markalarin dijital platformlar araciligiyla icerik
paylagmasini, etkilesimde bulunmasin ve iletisim kurmasini saglayan ¢evrimici aglarin genel adi
olan sosyal medya, kullanicilar: tarafindan olusturulan iceriklerin 6n planda oldugu, etkilesim ve
katilimin esas alindigr bir medya tiiriidiiv. 2025 yu itibariyle diinya genelinde yaklasik 5,5 milyar
insanin sosyal medya kullandigi ve bu insanlarin giinliik ortalama 2,5 saatlerini sosyal medyada
gegirdikleri varsayumi altinda sosyal medya bir numarali pazarlama yéntemi halini almistir. Sonugta
marka bilinirliginin artiridmasi, hedef kitleyle dogrudan iletisim kurulmasi ve satislarin artirilmasi
icin sosyal medya vazgegilmez bir kanal haline gelmigtir. Dijital pazarlama ve sosyal medyanin hizla
geleneksel pazarlama yontemlerinin yerini almasimin temelinde daha diisiik maliyetli olmasi,
olgiilebilir ve hedeflenebilir olmasi, kisisellegtirme imkani sunmasi, gercek zamanl veri analizleriyle
anlik strateji degisikliklerine izin vermesi, satislart artirmada, marka sadakati ve miisteri iliskileri
gelistirmede etkili olmasi gibi bir¢ok neden yatmaktadw. Saghk sektorii agisindan ise, saglik hizmeti
saglayicilarimin tamtilmast basta olmak iizere hasta bilgilendirme ve egitim, hasta deneyimi ve
degerlendirme, saglik turizmi gibi bir¢ok alanda dijital pazarlama ve sosyal medyaya basvurulmasi
50z konusudur. Bu kapsamda, hiper kisisellestirilmis saglik reklamlar, tele saglik ve sanal hizmetleri,
biiyiik veri ve yapay zeka entegrasyonu dijital pazarlama ve sosyal medyanmn saglik sektoriindeki
trendlerini olusturmaktadir.

Anahtar Kelimeler: Saglik, Pazarlama, Kamusal Mal.
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Abstract

This research evaluates the potential of using a Fuzzy Logic-based Genetic Algorithm (Fuzzy-GA) as
an alternative to traditional portfolio optimization methods such as Markowitz, Minimum Variance,
and Equal Weight. The goal is to create more balanced and efficient investment portfolios by
integrating multi-criteria decision-making using fuzzy logic. We analyzed the daily closing prices of
the 30 large-cap companies listed in the Dow Jones Industrial Average (DJIA) spanning from
January 1, 2020, to March 10, 2025. The optimization process utilized daily logarithmic returns as
input data. The Fuzzy-GA model incorporates genetic algorithm core mechanics for individual
generation and crossover and mutation but includes a fuzzy inference system to evaluate portfolios.
This system evaluates risk and return and diversification using fuzzy rules to give each portfolio a
fitness score. This method allows for multi-objective optimization while avoiding weight
combinations which makes decisions more practical. According to our findings, the Fuzzy-GA model
produced the highest annual return of 12% and kept risk at a relatively low level of 15%. The
combination produced the best Sharpe ratio at 1.20. The model delivered strong results in terms of
maximum drawdown at 25% while attaining the highest diversification score at 1.5. The model
received the highest fuzzy score (0.85) which indicated its balanced nature. The Markowitz portfolio
generated a 10% return with 18% risk and achieved a Sharpe ratio of 1.00. The Equal Weight strategy
generated a 9% return with 20% risk and produced a Sharpe ratio of 0.80. The Minimum Variance
strategy generated the minimum risk level of 12% but produced the smallest return rate of 7%. The
study demonstrates how evolutionary algorithms with fuzzy logic integration provide new solutions
for managing investment challenges in real-world market conditions. Fuzzy-GA proves to be a
valuable instrument for investors because it generates both significant profits and sustainable risk
management, especially when markets remain unclear. Future research could explore how this
method performs under varying market conditions and further investigate the potential of adaptive
fuzzy rule systems to enhance their flexibility and robustness.

Keywords: Fuzzy Logic, Genetic Algorithm, Hybrid Optimization, Portfolio Management, Multi-
Criteria Decision Making
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Abstract

Fear of flying (aerophobia) is a common type of specific phobia in which individuals experience intense
anxiety, panic, and avoidance behaviors at the thought of traveling by airplane. This condition can
significantly reduce a person's quality of life by interfering with business, vacation, or emergency travel
plans. In recent years, virtual reality (VR)-based interventions have emerged as an innovative treatment
approach for this phobia. Virtual reality therapy exposes the individual to a simulated flight experience
in a controlled environment, teaching them how to cope with situations similar to actual air travel. This
method aims to gradually reduce fear by simulating triggering scenarios such as sitting inside the
airplane, takeoff, and turbulence. The developed software is an intervention visual aimed at reducing
anxiety during a flight. The goal is to reduce the anxiety of individuals with fear of flying through
exposure therapy. During the software development process, modeling was first done in Blender 3D.
The models were transferved to Unity 3D, where necessary coding was performed, and a build was
created. The build was then loaded onto the Meta Quest 3 headset in APK format. In the study, a
demographic information form and the Flight Anxiety Situations Survey, specifically the Flight-Related
Anxiety Scale and General Flight Anxity Scale, were used. The analysis will be conducted using
dependent sample T-tests or the nonparametric counterpart, the Wilcoxon Signed-Rank test. The
implementation of the study is ongoing. All stages of the study will be completed by the presentation
date and the final manuscript submission deadline.

Key words: Aerophobia, Virtual Reality, Exposure Therapy, Software Development, Effectiveness
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Abstract

The emergence of the fourth industrial revolution, known as Industry 4.0, and its applications in the
manufacturing sector have ushered in a new era for business entities. It not only promises to improve
operational efficiency, but also to enhance sustainable operational practices. This current paper
provides an empirical analysis of management and highlights the benefits in favor of the sustainability
dimension in the Industry 4.0 paradigm.

By definition, Industry 4.0 is an initiative that aims to create a smart factory that integrates emerging
and future technologies such as big data analytics, industrial loT, additive manufacturing, virtual reality,
cloud technology, and industrial robotics to create a cyber-physical system to produce intelligent
manufacturing systems that are efficient in terms of decision-making.

This paper presents an empirical analysis of management for a case study involving the integration of
several currently available emerging technologies that lead to a sustainable decision-making system.
The modeling contains a manufacturing system with big data analysis, industrial IoT and a cloud system
that communicates with the outside world in order to improve accessibility, communication and ensure
security through Internet networks. The analysis highlights, following the simulation, through graphic
representations obtained in real time, the occurrence of possible errors, delays, or possible interruptions
that may occur during a complete and complex manufacturing process.

Key words: Industry 4.0, Cloud Manufacturing, Internet Of Things, Sustainable Management
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Abstract

Enterprise Resource Planning (ERP) systems are essential tools for managing and integrating
business operations. However, most ERP platforms are designed with large enterprises in mind,
leading to high implementation costs, technical complexity, and limited adaptability for small and
medium-sized enterprises (SMEs). These challenges are compounded by the lack of embedded
analytical capabilities, which restricts the potential of ERP systems to serve as effective decision-
support tools.

This study presents the design and development of a lightweight, modular ERP system that integrates
descriptive, diagnostic, and predictive analytics directly within its core operational modules—
Projects, Employees, Employee Payments, Vehicles, and Inventory. Tailored specifically for SMEs,
the system emphasizes modularity, ease of use, cost-efficiency, and the ability to deliver actionable,
real-time insights without the need for external business intelligence tools. The architecture supports
flexible deployment and scalability, making it suitable for a range of SME use cases.

The system was developed using real operational data from a manufacturing SME and validated
through iterative testing and user feedback. Results demonstrate that embedding analytics within
ERP workflows enhances operational transparency, supports proactive decision-making, and
improves overall business agility. This research contributes a practical framework for ERP design
that redefines analytics as an integral component of business operations, offering a sustainable
pathway for SMEs to become more data-driven in their day-to-day processes.

Key words: ERP Systems, Business Analytics, Small and Medium Enterprises, Data-Driven Decision
Making
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Abstract

Virtual reality (VR) technology offers medical students interactive, risk-free learning environments that closely
resemble real-life situations. In fields such as anatomy, surgical practices, and clinical scenarios, VR enhances
experiential learning and improves knowledge retention. This technology, especially in simulation-based
education, encourages learning without the fear of making mistakes, thereby improving the quality of training.
This study aims to analyze the scientific literature on the use of virtual reality (VR) technology in medical
education through a bibliometric approach. By identifying publication trends, key authors, institutions, and
countries, the study highlights the main research themes and collaboration networks. The study aims to map
the intellectual structure of the field, providing insights into the current state and potential future directions.
For the research, 6816 publications were retrieved from the Web of Science database. After applying inclusion
and exclusion criteria, 4377 publications were analyzed. The first publication on the topic was made in 1994.
The included publications were published in a total of 1432 sources. The annual growth rate of the topic is
15.5%. 24.29% of the publications were produced through international collaboration. The average number of
citations per publication is 22.39. The most prolific journal in the field is BMC Medical Education (140),
followed by the Journal of Surgical Education (115) and Surgical Endoscopy and Other Interventional Tech.
(100). Publications from the top 10 most prolific journals account for 16% of the total publications. The top
three most influential authors in the field are Konge L. (84), Aggarwal R. (30), and Fan YB. (28). The top 10
authors in the field have produced 7% of the total publications. The most research-intensive institution in the
field is the University of Toronto (265), followed by the University of Copenhagen (213) and Harvard University
(209). The top 10 institutions in the field account for 42% of the total research. The most cited work globally
on this topic is Issenberg et al. (2005), “Features and Uses of High-Fidelity Medical Simulations that Lead to
Effective Learning: A BEME Systematic Review”, which systematically analyzed 109 papers examining the
contributions of high-fidelity medical simulations to effective learning. The research identified the conditions
under which simulation-based medical education is most effective, emphasizing factors such as feedback
provision, repeated practice, integration into the curriculum, diversity in task difficulty levels, use of multiple
learning strategies, reflection of clinical variations, controlled learning environments, personalized learning
experiences, clearly defined learning outcomes, and simulation validity. When analyzing keyword trends over
the years, early studies focused on topics such as virtual reality and laparoscopic skill measurement, along
with the structural validity of psychomotor performance. In the mid-2010s, the research focus shifted to
integrating VR simulations into medical education curricula and demonstrating the educational validity and
reliability of these applications. From 2017 to 2019, publication volume significantly increased, and the
contribution of VR to learning outcomes was empirically examined under the concepts of 'impact’ and
'performance’. In recent years, themes such as augmented reality, user acceptance, anxiety, and patient
experience have emerged, and the multilayered effects of XR technologies on clinical education and practice
have started to be explored.

Key words: virtual reality, healthcare management, medical education, health Technologies
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Abstract

This study is structured based on a document analysis of research published between 2014 and 2024
on digital media in the preschool period in Turkey. To collect data, searches were conducted using
the keywords “digital media” and “preschool period” in online databases such as the National
Thesis Center of the Council of Higher Education, Google Scholar, DergiPark, and the National
Academic Network and Information Center (ULAKBIM). A total of 89 studies were included in the
research, consisting of 46 articles, 35 master's theses, 3 doctoral dissertations, 3 conference papers,
and 2 specialist theses, all of which were open-access and published in Turkish. The studies were
evaluated based on criteria determined by the researchers using the “Study Review Form on Digital
Media.” The collected data were analyzed using the descriptive content analysis method. As a result
of the study, it was found that the highest number of publications on digital media occurred in 2022
(f=15), and most of them were in the format of journal articles (f=46). It was observed that the
majority of the studies were conducted using a quantitative research design (f=49) and employed
convenience sampling methods (f=28). Moreover, the primary target groups in these studies were
mainly parents (f=30) and children (f=30), and scales were the most frequently used data collection
tools (f=45). The most commonly used scale was the Digital Game Addiction Scale (f=15). Based on
the findings, it is suggested that future studies should adopt more comprehensive approaches to
examine the effects of digital media use in the preschool period, support research with qualitative
and mixed-method designs, and enrich studies with diversified data collection tools. Additionally, it
is recommended to develop family- and child-centered intervention programs regarding digital media
use, evaluate the effectiveness of these programs through experimental studies, and identify regional
differences by conducting research in various regions of Turkey.

Key words: Preschool period, Document analysis, Digital media, Technology
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Abstract

Digital game-based learning is becoming increasingly common in early childhood education, and
artificial intelligence (Al) tools are more accessible than ever. Particularly in digital game-based
teaching, Al tools facilitate the creation of effective, efficient, and engaging digital games for children
aged 3-8. Using generative Al tools, tasks such as developing game ideas and scenarios, creating
game mechanics, designing characters, and coding can be accomplished swiftly and effectively.
Despite their growing availability, research remains limited on how pre-service teachers perceive
and interact with these Al technologies during the educational game design process, particularly
within early childhood education contexts. This research aimed to examine the experiences of pre-
service early childhood teachers in developing digital games using Al tools. A qualitative case study
approach was selected to allow detailed exploration of participants' authentic experiences and
perceptions. The participants included 10 second-year pre-service teachers from the Early Childhood
Education program at Tokat Gaziosmanpasa University. These pre-service teachers engaged in
digital game development activities using Al tools as part of their "Instructional Technologies"
course. Data was collected via a semi-structured focus group interview form designed by
theresearchers. Two sessions of focus group interviews were audio-recorded, transcribed, and
analyzed through content analysis. Initially, pre-service teachers perceived Al tools as complex and
difficult to use, resulting in low self-confidence and significant hesitation. However, practical
classroom experiences significantly improved these perceptions, enhancing their confidence and
enthusiasm. Participants reported enjoying the Al-supported digital game design process,
emphasizing that creating tangible educational materials positively influenced their views of the
teaching profession. Moreover, they noted that the experience promoted essential 2 1st-century skills
such as problem-solving, analysis, collaborative learning, creativity, and critical thinking.
Ultimately, the pre-service teachers expressed strong intentions to integrate Al tools into their future
teaching practices, recognizing the need to align with the technology-rich environment familiar to
Alpha-generation learners. The findings underscore the importance of embedding hands-on Al-based
digital game development activities within teacher education programs. Such integration can
significantly enhance digital literacy and pedagogical skills, effectively preparing future teachers to
meet the evolving demands of contemporary educational settings.

Key words: Early Childhood Education, Artificial Intelligent, Digital Educational Game
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Ozet

Bu arastirmanmin amact, iiretken yapay zeka ve egitim alanlarinda yapilan arastirmalarin bibliyometrik
analiz yontemiyle incelenmesidir. Yapay zekdnin sunmugs oldugu yeniliklerden olan iiretken yapay zekd
kullamicilara bireysellestirilmis araglar sunmaktadr. Yapay zekd ve hesaplama teknolojileri tizerine
vapilan ¢alismalar yapay zekd teknolojilerinin saghk, adalet ve egitim dahil bir¢cok alanda
kullaniimasina neden olmustur. Yapay sinir aglarimin ve derin ogrenmenin getirmis oldugu yenilikler
vapay zeka teknolojilerinin bireysel kullamimina olanak saglamis ve kisiye ozel igerik sunulmasini
beraberinde getirmistiv. Bu gelismelerle birlikte egitim ortamlarinda bireysel farkliiklardan dolay:
ogrencilerin farkll 6grenme stillerine, hizlarina ve yontemlerine yonelik gelistirilen yapay zekd destekli
araclarin sayilarinda artis meydana gelmistir. Uretken yapay zekad bireylere resim, ses, metin, ders vb.
alanlarda orijinal icerikler sunmaktadi. Uretken yapay zekdmn sunmus oldugu bu hizmetler egitim
arastirmalarina da konu olmustur ve arastirmacilar tarafindan egitim tizerine etkileri incelenmistir.
Arastirma yontemi olarak bibliyometrik analiz kullamlmistir. Bibliyometrik analiz yontemi belirlenen
alanlarda yapilan arastirmalarin yayin yui, kullanilan anahtar kelimeler, yayin yapilan dergiler gibi
alanlardaki egilimleri ortaya koymayt ve yapilan arastirmalar hakkinda bilgi sahibi olmayr saglar.
Uretken yapay zekd ve egitim alamnda yapilan arastirmalarin incelenmesi i¢in arastirmacilar
tarafindan tercih edilen ve farkl disiplinler arast arastirmalarin yer aldigi veri tabanlarindan biri olan
Web of Science (WoS) veri tabanmi kullamimistir. WoS iizerinde yapilan arastirmada “Generative
Artificial Intelliegence (Uretken Yapay Zekd)” ve “Education (Egitim)” anahtar kelimeleri kullanilarak
inceleme yapilmistir. Arastirma sonucuna gérve 1333 makaleye erisilmistir. Arastirmalarin 2022 yilinda
basladigi, arastirmalarda 4671 yazarin yer aldigi, arastirmalara 49.399 atif yapildigi, arastirmalarda
3818 anahtar kelime yer aldigr goriilmiistiiv. Yapilan arastirmalarin en fazla Education and Information
Technologies ve Education Science dergilerinde yayilandigi goriilmiistiiv. Egitimde tiretken yapay
zekamn kullanilmasi iizerine yapilan arastirmalarin yillar gectikce arttigi da tespit edilmistir. Elde
edilen sonuglara gére farkli derslere yonelik iiretken yapay zekd kullanilarak gelistirilen egitim
materyallerinin artacagi ve bu alanda yapilan ¢alismalarin yayginlasacag ifade edilebilir.
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Ozet

Diyabet, kalp hastaligi ve inme giiniimiizde yaygin olarak goriilen kronik hastaliklardandir.
Calismada bu hastaliklar icin icin risk tahmini yapan yenilik¢i bir hibrit makine 6grenimi platformu
sunulmaktadr. Geligtirilen model ile gradient boosting algoritmalarindan olan XGBoost ile ¢ok
katmanlt yapay sinir aglarimin avantajlart  birlestirilerek, hem yiiksek dogruluk hem de
yorumlanabilirlik hedeflenmistir. Veri on isleme asamasinda, her bir hastalik veri setinden ortak
klinik parametreler (yas, viicut kitle indeksi, kan basinci, glukoz diizeyleri gibi) standartlastiriimis ve
eksik veriler medyan degerlerle tamamlanmigtiv. Kategorik degiskenler one-hot encoding yontemiyle
sayisallastirilarak model egitimi igin uygun hale getirilmistir. Gelistirilen hibrit model, XGBoost'un
ozellik 6nem siralama yetenegi ile ¢cok katmanlt yapay sinir aglarimin karmasik iliskileri yakalama
kapasitesini bir arada kullanmaktadw. Model performans degerlendirmesi kapsaminda, dogruluk
(accuracy), kesinlik (precision), duyarlilik (recall) ve F1-skor metrikleri kullaniimis olup ¢apraz
dogrulama (cross-validation) sonucglari, modelin genelleme yetenegini gdostermektedir. Sistem,
ozellikle birinci basamak saghk hizmetlerinde, hastalarin ¢oklu kronik hastalik risklerinin erken
belirlenmesi ve kigisellestirilmis onlem stratejileri gelistirilmesi amaciyla kullanilabilecek giiclii bir
klinik karar destek araci olarak tasarlanmistir. Kullanict dostu arayiizii sayesinde tip uzmanlari,
hasta parametrelerini girerek aninda risk tahminleri hakkinda bilgi alabilmektedir. Calisma, makine
ogreniminin  klinik uygulamalardaki potansiyelini gostermekle kalmayip, ozellikle farki
kaynaklardan gelen tbbi verilerin entegrasyonu ve yorumlanabilir yapay zeka modellerinin
gelistirilmesi konularinda metodolojik bir referans sunmaktadir. Gelecekteki ¢alismalarda, daha
fazla hastalik tiiriiniin ve daha genis hasta popiilasyonlarinin modele dahil edilmesi planlanmaktadir.

Anahtar Kelimeler: Makine Ogrenmesi, XGBoost, Hastalik Tahmini
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Abstract

InsurTech represents the integration of technology into the insurance industry, aiming to transform the
sector through innovative business models and digital applications. This paper explores the global
impacts of Insurlech on the insurance sector, analyzing current trends and future potentials.

InsurTech applications leverage advanced technologies such as artificial intelligence, machine
learning, blockchain, big data analytics, and the Internet of Things (IoT) to enhance operational
efficiency, improve customer experience, and optimize risk management. Particularly, digitalization in
claims management, underwriting processes, and distribution channels has significantly reshaped the
traditional structures of the insurance industry.

The study evaluates international case studies to illustrate how InsurTech startups interact with existing
insurance ecosystems and addresses emerging regulatory challenges. Additionally, the current status,
opportunities, and obstacles faced by InsurTech initiatives in Turkey are examined, providing strategic
recommendations tailored to the national context.

In conclusion, the positive contributions of InsurTech to the digital transformation of the insurance
sector and its sustainability are highlighted, emphasizing that adaptation to these changes has become
a critical competitive advantage for insurance companies. The paper suggests future research should
particularly focus on regulation and technological adaptation processes due to their significance for the
industry's future.

Keywords: InsurTech, Insurance Innovation, Digital Transformation
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0zet

Dijital okuryazarlik, icinde bulundugumuz cagda giderek daha onemli hale gelmektedir ve
Tiirkiye'deki son o&gretim programi degisikligi, bu becerinin tiim derslere entegrasyonunu
zorunlu kilmigtir. 2024-2025 egitim-ogretim yilindan itibaren Tiirkiye'de uygulanmaya baslanan
yeni ulusal 6gretim programi icerisinde dijital okuryazarlik becerisi, dijital ¢aga etkin katilim
icin gerekli temel beceri olarak kabul edilmektedir. Boylelikle uygulanan 6gretim programi ile
yalnizca dijital araglart yetkin bir sekilde kullanabilen degil, ayni zamanda bilim ve yenilik¢i
teknolojinin iireticisi ve yoneticisi olan, giiclii dijital yetkinliklere, hayat boyu o6grenme kiiltiiriine
ve 21. yiizyil becerilerine sahip bireylerin yetistirilmesi amag¢lanmaktadir. Bunun i¢in ozellikle
ogretmenlerin sinif ici ve dist ogretim uygulamalarinda ogrencilerin dijital okuryazarlik
becerilerini  gelistirecek  yenilik¢i  etkinlikler — gercgeklestirmeleri  beklenmektedir.  Dijital
okuryazarligin egitim baglamindaki stratejik onemi goz oniine alindiginda, ulusal ogretim
programunin etkili bir sekilde uygulanmasi ve gelistirilebilmesi i¢in 6gretmenlerin bakis agilarin
anlamak arastirmamn odaklandigr temel noktadir. Bu baglamda arastirmada, Tiirkiye'nin yeni
ulusal dégretim programi kapsaminda gorev basindaki ogretmenlerin ogrencilerine dijital
okuryazarlik becerilerinin kazandwrilmas: konusundaki deneyimlerini, siirecte karsilastiklar
engelleri ve iyilestirme onerilerini ortaya ¢ikarmak amacglanmistir. Arastirmada nitel bir durum
calismast  deseni  kullanilarak o6gretmenlerin  deneyimleri  derinlemesine incelenmigtir.
Arastirmanin ¢alisma grubunu, Tiirkiye genelinde farkli alanlardaki géniillii ogretmenler
olusturmaktadir. Arastrmaya 2024-2025 ulusal ogretim programi kapsaminda dgretmenlere
verilen egitimlere katilmis 20 o6gretmen dahil edilmistiv. Veriler, aragtirmacilar tarafindan
gelistirilen acik u¢lu anket yardimiyla toplanmistir. Cevrimigi toplanan veriler icerik analizi
kullanilarak analiz edilmistir. Arastirma sonucunda katilimcilar, 6grencilerinin dijital becerilerini
dikkate alarak derslerini sekillendirdiklerini belirtmelerine ragmen, yogun olarak okullarda
sunulan teknolojik imkanlart simirli diizeyde kullanabildiklerini géstermektedir. Buna karsin
yenilik¢i  teknolojilerin dijital okuryazarlik basta olmak iizere 21. yiizyil becerilerini
kazandirilmaya yénelik iyi uygulama Srneklerinin simirl diizeyde kaldigi belirlenmistir. Ozellikle
tist diizey bilissel beceriler gerektirecek yapay zeka araglart gibi yenilik¢i teknolojilerden yeterli
bicimde yararlanmadiklar: gériilmiistiiv. Ayrica katilimcilar, ogretim siirecinde etkilesimli ve
oyunlastirtlmis dijital araglar kullanmanin, 6grenci motivasyonu ve sinif katilimi iizerinde énemli
olumlu etkisinin oldugunu vurgulamislardir. Dijital okuryazarlik becerisinin kazandiriimasina
yonelik karsilasilan en onemli engelin giivenilir internet baglantisi ve yeterli sayida
bilgisayar/tabletin olmamasi gibi altyapr sorunlart oldugunu belirtmislerdir. Bu durum herkesin
dijital kaynaklara esit sekilde ulasamamasi nedeniyle ogrenciler arasindaki dijital u¢urumu
artirdigini  da  belirtmiglerdir. Ogretmenler karsilasilan sorunlarin asilmas: icin altyap:
ivilestirmeleri, yonetici destegi, diizenli zorunlu mesleki gelisim, giincel kaynaklara erigim ve
kolayca wulasilabilir teknik yardim gibi sistematik destek ihtivacint giiclii bir sekilde
vurgulamiglardur.
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Programlart
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Abstract

Kiiresel 1sinma, giintimiizde diinyanin karst karsiya oldugu en kritik ¢evresel tehditlerden biri olarak,
farkli cografi bolgelerde cesitli sosyo-ekonomik ve ekolojik etkilerle kendini gostermektedir. Tiirkiye,
yart kurak iklim kusaginda konumlanmis olmasi nedeniyle, ézellikle I¢ Anadolu ve Giineydogu Anadolu
bolgelerinde kuraklik olgusunu daha yogun bir sekilde deneyimlemektedir. Bu bolgelerde yillik ortalama
vagis miktarlarimin  yetersizligi  ve su kaynaklarvmun  svurlihig,  tarumsal  divetim  iizerinde
stirdiiriilebilirligi tehdit eden ciddi bir baski unsuru olusturmaktadir. Bu ¢calisma kapsaminda, Bingol ili
kuraklik analizi, Standartlastirilmis  Yagis-Evapotranspirasyon  Indeksi  (SPEI)  kullamilarak
gerceklestirilmistir. Kuraklik analizinde Bingdl ili tercih edilmistiv, ¢iinkii bu il, Firat Havzasi'min tist
kesimlerinde yer almasiyla hidrolojik agidan stratejik bir konuma sahip olup, ayni zamanda tarimsal
faaliyetlerin biiyiik dl¢giide iklim kosullarina bagimli oldugu kirsal bir yapiya sahiptir. Arastirma igin
gerekli olan iklim verileri (vagis, riizgar hizi, maksimum ve minimum hava sicakligi, giineglenme siiresi
ve nispi nem), Devlet Meteoroloji Genel Miidiirliigii (MGM) tarafindan isletilen Bingol Meteoroloji
Istasyonu’ndan temin edilmistir. SPEI hesaplamasinda ihtiva¢ duyulan bitki su tiiketimi, Penman-
Monteith yontemi ile tahmin edilmistiv. SPEI hesaplamalari yalmizca geleneksel ydntem olan
Genellestirilmis Log-Logistik (GLOG) dagilimi ile simirli kalmanug; ayni zamanda yags ile bitki su
tiiketimi farklarina en uygun teorik olasilik dagilim bigimleri de degerlendirilmistiv. Bu dagilimlarin
parametrelerinin hesaplanmasinda ise momentler, maksimum olabilirlik (ML) ve L-momentler
yontemleri kullanimigtir. Farkli zaman olgekleri (3, 6, 9, 12 ve 24 aylik periyotlar) igin yapilan
analizlerde, en uygun dagilim bigcimlerinin ¢ogunlukla GLOG ve Genellestirilmis Ekstrem Deger (GEV)
dagilimlart oldugu tespit edilmistiv. Bu durum, tek bir dagilim bicimine bagh kalarak yapilan SPEI
tahminlerinin giivenilirligini sorgulatmakta ve bu tiir analizlerde dagilim se¢iminin ne denli kritik
oldugunu ortaya koymaktadr. Elde edilen bulgular, Bingél’de GEV ve GLOG dagilimlar: arasinda
gecislerin yasandigim gostermektedir. Buna dayanarak, SPEI ile yapilan kuraklik analizlerinde hem
zaman Olgeginin hem de segilen teorik olasilik dagilimimin sonuglar iizerinde onemli bir etkisinin
bulundugu sonucuna ulasilmisti. Ayrica, parametre tahmininde kullanilan yontemlerin farkliig: da
analiz sonuglarint onemli olgiide etkilemektedir Sonu¢ olarak bu ¢alisma, Bingol ilindeki kurakiik
risklerinin belirlenmesine katki saglamakta ve su kaynaklarimin stirdiiviilebiliv yonetimi agisindan
bilimsel bir temel olusturmaktadr
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Abstract

Urban traffic congestion poses growing challenges to mobility, environmental quality, and public
health, particularly in rapidly expanding cities like Tirana. This paper presents a theory-based
literature review of smart city frameworks, namely the Internet of Things (loT), Intelligent
Transportation Systems (ITS), data-driven urbanism, Al-driven traffic control, and sustainable urban
mobility theory as applied to traffic management. Drawing on global case studies, the review
highlights how these frameworks improve traffic efficiency, integrate public transportation, and reduce
emissions. The paper contextualizes these theories within Tirana s traffic landscape, marked by high
car dependency, limited transit alternatives, and rising air pollution. It discusses the applicability of
interventions such as adaptive signal control, real-time traffic monitoring, and integration of electric
bus rapid transit (e-BRT). The study concludes that while technology is essential, it must be coupled
with sustainability-oriented policies to transform Tirana s transport system. Recommendations include
prioritizing data collection via loT, deploying adaptive signals and transit signal priority, and using
Al for predictive traffic control. Challenges such as funding, technical capacity, and public acceptance
are noted. A phased approach starting with smart pilot corridors, expanding through evidence-based
planning, and supported by citizen engagement is proposed. The findings emphasize that a combined
strategy leveraging smart city technologies and sustainable mobility principles can help Tirana build
a smarter, cleaner, and more efficient urban transport network.

Keywords: (Al Traffic Management, Intelligent Transportation Systems (ITS), Smart City Frameworks,
Sustainable Urban Mobility, Traffic Flow Optimization)
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Abstract

In this study, the effects of different chemical applications on fruit quality parameters (fruit firmness,
[fruit weight, fruit size, TMA, and pH) were evaluated using CHAID (Chi-squared Automatic Interaction
Detection) decision tree analysis. The results revealed that the most influential variable was fruit
firmness (Improvement = 0.044). Among the groups separated based on fruit firmness, fruit weight
emerged as the second most important variable (Improvements = 0.074 and 0.058). In groups with fruit
weight less than or equal to 6.315 g, the third separation was made according to fruit size, with a critical
threshold identified at 21.04 mm. In groups with fruit weight greater than 6.315 g, TMA was the
distinguishing variable, with 1.67 identified as a critical threshold value. On the other hand, for samples
with fruit firmness greater than 74.35 N, separations were again based on fruit weight, followed by pH
value as a determining factor. Notably, the effects of chemical applications varied in samples with a pH
greater than 3.485. The results demonstrated that chemical applications caused significant differences
in fruit quality parameters. Specifically, the control group was associated with firmer and heavier fruits,
whereas the ABA1 and AVG-ABA2 applications were more prominent in fruits with relatively lower
firmness and weight. This study highlights that the effects of chemical applications on fruit quality in
agricultural production can be thoroughly assessed using multivariate data analysis methods.

Key words: CHAID, Fruit Quality, Chemical Applications, Decision Tree Analysis, Fruit Firmness,
TMA
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Abstract

Best Worst Method (BWM) is quite functional for Multi-Criteria Decision Making (MCDM) to handle
uncertain decision processes. Classical BWM determines the priority order by comparing the best
and worst criteria in pairs. Multiple-choice best-worst method (MCBWM) is a new extension of BWM
developed by addressing various reasons such as incomplete information in expert opinions, lack of
knowledge, ambiguity in linguistic terms, etc. Unlike BWM, MCBWM uses multiple-choice
parameters instead of single-parameter values for pairwise comparisons. Also, compared to fuzzy
numbers, Z-numbers have more ability to describe human knowledge. In this study, we develop the
Z-MCBWM method that is a strong integration of MCBWM with Z-numbers. Its comparative analysis
is presented to show the superior aspects of the proposed method over classical decision-making
techniques. This approach provides a new perspective on MCDM approaches to solve real-life
problems.

Keywords: Z-numbers, BWM, MCBWM, Z-MCBWM, Decision making.
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Abstract

The concept of a startup is defined as an initiative that aims to grow by developing a new product or service,
primarily through the use of technology and digital platforms. Startups in the field of insurance are referred to as
InsurTech ventures, and they not only restructure insurance sector processes using digital technologies but also
offer technology-based solutions to the challenges faced by traditional insurance, thereby providing foresight to
the future of the industry..

The insurance sector has been reluctant to innovate for the past 300 years due to its complex structure, strict
regulations, and the profitability of existing companies. However, the rapid advancement of digital technologies
in recent years has compelled the insurance industry to undergo change and has enabled the emergence and growth
of startup ventures in the sector. This study discusses the innovations offered by InsurTech startups operating in
the insurance industry and the benefits they bring to the sector.

Since 2012, startup ventures in the insurance sector have been rapidly increasing. InsurTech startups utilize
technologies such as artificial intelligence, big data, blockchain, the Internet of Things (IoT), cloud computing,
mobile applications, and chatbots to make insurance processes more efficient and customer-centric. Compared to
traditional insurance companies, these startups offer more flexible and customer-friendly solutions, thereby
increasing competition in the market.

While InsurTech startups bring major innovations to the sector, they also face some fundamental challenges. The
first is regulations and legal barriers. While InsurTech startups generally aim to transform insurance processes
by using innovative technologies, current regulations may be insufficient to accommodate these innovations.
Second, trust is very important for the insurance sector. The fact that new generation digital startups are not as
well-known as traditional insurance companies makes it difficult for consumers to develop trust in these
companies. Third, it becomes even more difficult for InsurTechs to gain market share due to the digitalization
moves of traditional insurance companies.

In the coming years, startup ventures in the insurance sector are expected to grow in harmony with technological
advancements. The first of these areas is artificial intelligence—based automation, which is increasingly being used
to simplify claims processes, detect fraud, reduce manual operations and costs, and support various other
Sfunctions. Secondly, the Internet of Things (IoT) enables the development of personalized insurance products—for
example, the use of telematics devices in vehicle insurance or wearable technologies in health insurance. The third
area is microinsurance products, which have significant growth potential in providing health, life, or agricultural
insurance to low-income individuals through low-premium offerings. Another emerging field is embedded
insurance, which aims to deliver integrated insurance solutions. For instance, automatically offering a policy
during the purchase of a travel ticket is considered a leading example of next-generation InsurTech models. Lastly,
the area of sustainability-focused insurance (green insurance) is open to further development, with green insurance
products and sustainable business models becoming increasingly popular.

InsurTech startups play a crucial role in helping the insurance industry adapt to the modern age. However, their
continued success is expected to be more sustainable if they focus on collaboration with traditional insurance
companies rather than competition, and if they deliver customer-centric innovations..

Keywords: Insurance, Insurlech, Digitalization, Artificial intelligence
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Abstract

1t is necessary to summarize the long-term data collected during the implementation of field research
and process analysis, prepare a theoretical model, study the data and provide certain conclusions and
forecasts. In this regard, the important role of information technologies and advantages have been
investigated for the article discusses the effective organization of scientific research. About application
programs (Excel, Math CAD, Auto CAD) used to solve various problems, examples of the use of systems
are reflected. Soil diagnostics and assessment of the land reclamation condition were carried out using
GIS programs. A distribution curve was constructed for the 0-100 cm soil layer, statistical analysis of
the variation indicator (based on the law of 3o, etc.) the dynamics of desalination was studied by
conducting using the Excel spreadsheet program soil samples located in the study area on the basis of
laboratory analysis data covering different years. During the investigation of the research data, the
hypothesis of the homogeneity of the sample was tested using the Simirnov-Grabbs method, when
"suspicious" values were excluded from the report. The values of the correlation coefficient for
hydrocarbons were obtained in the intervals of —0,107 < 15,4y, < —0,004, for sulfates 0,570 <
Tsuifate < 0,757, for chlorine 0,685 < Tcpiorine < 0,948 and for dry residue 0,634 < Tgyy resique <
0,768. The study of the results obtained on the corresponding mineralization indicators of dry residue,
chlorine, hydrocarbonate, sulfate, groundwater showed that, unlike chlorine and sulfate,
hydrocarbonate is weakly and inversely correlated. The main goal of regression analysis is to identify a
model and study the relationship between variables. During the study, measurements taken in the field
and in the laboratory were compared with data obtained from satellite images, for the purpose of
studying soil and plant objects, accordingly. For comparative analysis and digital image processing the
study of satellite images was mainly carried out using various index indicators (NDVI, MSAVI, etc.)
with AvcMap 10.3 was used to carry out the research.

Key words: Information Technology, Application Software, Mathematical Statistics, Satellite Images,
Distribution Function.
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Abstract

In international road transport of goods, preparation of correct and legally compliant transit
declarations is of critical importance for the smooth operation of border crossings. With the NCTS
Sth Version, which will be put into effect throughout Europe as of 2024, a separate declaration
obligation has been introduced for each export item, which has made the declaration process both
time-consuming and open to error risk. As a solution to these difficulties, BARBOT, an artificial
intelligence-supported automation system has been developed. Equipped with OCR (Optical
Character Recognition) technology and intelligent error correction algorithms, BARBOT has a
structure that automatically reads the load and voyage information and foreign trade documents
created by users, detects errors, corrects them and creates the declaration within minutes. With this
developed system, it works in integration with SGS TransitNet, which provides transit guarantee
services in 23 European countries, and transmits the declarations to the relevant country customs
authorities electronically. With this artificial intelligence-supported solution, which reduces the
currently hour-long manual processes to minutes and minimizes human error, customs-approved
transit declarations are produced. BARBOT's modular structure is not limited to SGS TransitNet
alone but is flexible enough to integrate with other collateral providers and official customs systems
in Europe. In this study, the architecture of the BARBOT system, its application processes and the
transformational effects it creates in foreign trade logistics are discussed.

Key words: Al-Powered Automation, BARBOT, Transit Declaration, Digital Customs Integration,
Knowledge Management
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Abstract

Important markers that inspire the need for ongoing development and a patient-centered approach are
patient experience, quality of healthcare services, and satisfaction. Although patient comments offer
perceptive analysis, the abundance of text data from many sources—including polls, online reviews,
and scanned papers—olffers a major analytical difficulty. Often resource-intensive and time-
consuming, manual processing of such massive, unstructured, multi-format datasets limits healthcare
institutions' capacity to extract timely and actionable intelligence. This stduy presents “SentimHasta
Pro”, an interactive R Shiny-based analysis tool meant to handle these problems. Focusing especially
on the Turkish language, SentimHasta Pro offers a strong and automatic framework for carefully
analyzing written patient comments, thereby supporting hospital management and quality
improvement teams. Beginning with flexible data collecting, this tool supports standard structured file
formats including CSV and Excel in addition to processing text from PDF documents. One significant
benefit of this data acquisition compatibility is that it enables SentimHasta Pro's central analytical
tools, which include topic modeling and sentiment analysis. Currently, the sentiment analysis tool uses
a dictionary-based approach to rapidly and consistently rank emotions as either positive, negative, or
neutral by utilizing a specialized Turkish dictionary. Additionally included in the application is a
conceptual framework that shows how future machine learning models might be combined for
sentiment prediction and acts as a placeholder for continuous research in this direction. Using Latent
Dirichlet Allocation (LDA) for topic modeling, this method also identifies hidden themes and key
discussion topics from the feedback data. One of the most important advantages of SentimHasta Pro's
interactive user interface is how simply it converts complicated analytical outputs into understandable
visualizations. Users can investigate department-specific sentiment scores, review broad sentiment
distributions, track sentiment changes over time, and find often discussed subjects by their most often
occurring keywords. Word frequency counts, N-gram (bigram and trigram) analysis, word co-
occurrence network visualization, and a comparative analysis module that letss one study several
feedback subsets side-by-side all help to improve the analysis. You can export every produced table
and selected visualization for offline study and reporting assistance. SentimHasta Pro can greatly
improve healthcare organizations' capacity to grasp patient perspectives, pinpoint particular areas for
service development, and generate more informed, data-driven decisions by automating the extraction
of insights from various patient feedback sources. Apart from sorting and assessing patient comments,
this tool supports applied NLP in health informatics in languages including Turkish, so fostering a
culture of ongoing quality improvement motivated by the voice of the patient.

Key words: Patient feedback, Sentiment analysis, NLP, Interactive analysis tool, Healthcare
organizations
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0zet

Otizm Spektrum Bozuklugu (OSB), erken gelisimsel donemde bagslayan ve bireyin yasami boyunca
devam eden; sosyal iletisim ve etkilesimde kalici yetersizlikler ile simirli, tekrarlayict davramgslar ve ilgi
alanlaryla karakterize edilen norogelisimsel bir bozukluktur. OSB, primer motor ve duyu kortekslerde
vapisal ve islevsel degisikliklere yol agabilmektedir. Calismamizda, OSB 'nin motor fonksiyonun kontrol
merkezi olan gyrus precentralis ile duyularin algilanmasinda fonksiyon géren gyrus postcentralis
hacimlerine etki edip etmedigini saglhkl kontrol grubu ile karsilastirarak degerlendirmeyi amagladik.
Calismamizda, Tokat Gaziosmanpasa Universitesi Saghk Uygulama ve Arastirma Hastanesi'ne
basvuran ve OSB tamisi koyulan 33 ¢ocugun beyin manyetik rezonans (MR) gériintiileri incelendi.
Kontrol grubu olarak bas agrisi nedeniyle MR ¢ekilen ve herhangi bir tami konmayan saglikli 33
cocugun gortintiileri analiz edildi. Caliymamiz retrospektif olarak yapildi. Hacimsel analizler igin beyin
MR goriintiilerini iicretsiz igleyen ¢evrimici web tabanli volBrain (v.1.0, http://volbrain.upv.es) sistemi
kullamild. Istatistiksel analiz icin IBM SPSS Statistics 25 kullamildi. Sonuglarimiz OSB tanisi konulan
cocuklarin gyrus postcentralis hacimlerinde saglikli kontrol grubuna kiyasla istatistiksel olarak anlamll
bir artis (p < 0,05) oldugunu, gyrus precentralis hacimleri agisindan gruplar arasinda anlamly bir fark
olmadigini (p > 0,05) gosterdi. Calismamiz, OSB de kortikal duyu hacimlerinin motor hacimlere kiyasla
daha belirgin sekilde etkilendigini gostermigtir.

Anahtar Kelimeler: Otizm spektrum bozuklugu, Hacim, Gyrus precentralis, Gyrus postcenralis

50


mailto:ahmetturan.urhan@gop.edu.tr

I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Classification of Sugar Beet Farmers Based on the Purified Sugar Rates with Machine
Learning Techniques

Seyfettin Onur Ozdemir'*,Adem Géleg'
"Erciyes University, Graduate School of Natural and Applied Sciences, Department of
Industrial Engineering, 38030, Kayseri, Tiirkiye
2Kayseri Sugar Factory Inc., Research and Development Center, 38070, Kayseri, Tiirkiye

*Corresponding author e-mail: onur.ozdemir@kayseriseker.com.tr

Abstract
Sugar beet, which is the raw material of the sugar industry, contributes to the agricultural and industrial
sectors in many respects. Thanks to the sugar they produce, sugar factories are suppliers for the beverage,
food, pharmaceutical and sweetener sectors. Industrial companies are carrying out studies to reduce costs
without compromising efficiency in order to minimize the impact of recent economic problems and
strengthen their competitiveness in the global market.
The sugar beet price determined at the beginning of the harvest period is explained based on a ton of sugar
beets with a sugar content of 16% by mass. Although a pricing based on a certain parameter, sugar beets
with the same sugar ratio cannot obtain the same amount of sugar due to differences in other quality
parameters (potassium content, sodium content, a-amino nitrogen content, etc.). This situation causes
the fairness of the raw material prices paid to the producers to be questioned and the need for a new
payment model in which all sugar beet quality parameters are evaluated in order to protect the interests of
the sugar companies.
In this study, in order to adopt a more realistic pricing model for sugar beet, a pricing model based on
the purified sugar rate, which includes all quality parameters of sugar beet, was tried to be established.
In the establishment of the model, supervised machine learning models based on the purified sugar rate
were created using real data from the sugar factory operating in our region, and producer classification
was made. After pre-processing, approximately fifty-five thousand data obtained were divided into 10
different classes by characterizing the producers with class numbers between 1 and 10. Of the sugar beets
delivered to the factory, those with the highest quality were taken to the 1st class, while those with the
lowest quality were taken to the 10th class. Also, intermediate classes are identified in the same way.
Six different supervised machine learning techniques (Support Vector Machines, K-Nearest Neighbor,
Decision Trees, Logistic Regression, Naive Bayes, Random Forest) were applied to the data set and the
results were compared. According to these results, the best accuracy rate was obtained from Support
Vector Machines (SVM) with 0.99, while the technique with the highest f1 score was determined as
Random Forest (RF) with
0.86. When the parameters used to evaluate the machine learning results are examined, it is seen that all
models classify sugar beet producers quite well.Finally, a function group was created that was rewarding
for the best class and punishing for the worst class. Thanks to the function group, the data of the classes
within each other are parsed and it is prevented that there is data belonging to another class in the range
representing the classes. In this way, it is ensured that high quality sugar beets are paid more than low
quality sugar beets. The fairness problem in the payment system has been resolved and the payment
amount realized according to the current situation and the proposed function group in the study can be
compared. With new payment model, although the unit price paid to producers for sugar beet was 0.3%
less, fairness was established among producers.
Key words: Supervised Machine Learning, Classification Techniques on Machine Learning, Sugar Beet
Quality Parameters
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Ozet

Dijital ortamlarda miisteri deneyimi, gelisen teknolojilerle birlikte daha da onemli hale gelmistir.
Yenilik¢i teknolojilerle miisteri deneyimi, sirketlerin veya kurumlarin miisterilere daha iyi, daha hizli,
daha kisisellestirilmis ve daha tatmin edici hizmetler sunmak amaciyla teknolojik yenilikleri kullanma
cabasidr. Ancak tiim miisteri segmentleri teknolojiye esit diizeyde erisememektedir ve yanls oneriler,
adaletsiz fiyatlandwrmalar, egitim eksikliginden kaynaklanan platform ve yanit sistemlerinin verimsizIligi
ile sistemlerin siber giivenlik riskleri gibi sorunlar marka sadakatini azaltabilmektedir. Dijital
platformlarda etkili bir miisteri deneyimi sunabilmek icin, isletmelerin miisteri deneyimine etki eden
cesitli faktorleri dogru sekilde belirlemesi ve analiz etmesi gereckmektedir. Bu calismada, miisteri
deneyimini iyilestirmeye yonelik faktorlerin etkilesimleri, DEMATEL (Karar Verme ve Cok Kriterli
Degerlendirme) yontemi ile incelenmigtir. Arastirma, alti ana kriteri ele almigtir: K1 (Optimum kullanic
deneyimi), K2 (Kesintisiz aligverig deneyimi), K3 (Dogru ve alakali oneriler), K4 (Hizli ihtiyag
cevaplama), K5 (Kullanim zorluklary) ve K6 (Siber giivenlik riskleri). Yapilan analizler sonucunda, K3
(Dogru ve alakali 6neriler) sistemdeki en etkili faktor olarak belirlenmisken, K6 (Siber giivenlik riskleri)
en fazla etkilenen faktor olarak one ¢ikmistir. Ayrica, K1 (Optimum kullanici deneyimi) hem yiiksek
etkiye sahip hem de diger faktorlerden giiclii bir sekilde etkilenmis, bu da onu sistemin merkezi bir
faktorii haline getirmisti. Bu bulgular, dijital miisteri deneyimi iizerindeki faktorlerin etkilesimini daha
iyi anlamaya yardimct olmusg ve stratejik onceliklerin belirlenmesinde onemli bir rol oynamistir. Sonug
olarak, bu analiz, dijital platformlarda miisteri deneyiminin iyilestirilmesine yonelik kaynak tahsisinde
ve iyilestirme ¢abalarinda rehberlik edecek degerli bir yol haritasi sunmustur.

Anahtar kelime: Miisteri deneyim, Dijital doniisiim, Yenilik teknolojiler, Dematel
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Abstract

Community detection is an important analysis process that aims to determine tightly related groups
of nodes in complex networks that represent interacting objects as nodes and their relationships
through links (edges). As one of the basic subfields of social network analysis, this method is widely
applied in many disciplines such as biology, computer science, engineering, economics, social
sciences and politics. With the increasing digitalization and diversification of online interactions, the
volume of data in social networks has grown significantly, analysis of networks containing millions
or even billions of nodes have become a necessity. This growth significantly limits the scalability and
efficiency of existing community detection algorithms, which reveals the need for new and fast
algorithms. Although classical algorithms such as Girvan-Newman provide effective results in
smaller-scale networks, they lose their practicality due to high computational costs when working
with large data sets. In this context, modularity-based approaches stand out as an important
evaluation criterion; they are used to evaluate how well a network is divided into clusters. High
modularity means that nodes within clusters have dense connections, while connections between
clusters are limited. Alternative algorithms such as hierarchical clustering and spectral clustering
have been developed to detect community structures more quickly and effectively in large and
complex networks.

In this study, we evaluate how different algorithms for community detection in social networks work
in the context of structural network analysis, a comparative view is presented, especially in terms of
criteria such as modularity and computation time. Community detection is not only limited to
modeling graphical relationships but also forms the basis for many advanced applications such as
understanding user behavior, system optimization, and data mining. The effectiveness of the
developed methods directly affects the quality of decision support mechanisms in social network
analysis.

Key words: Community Detection, Social Network Analysis, Data Analysis, Clustering Algorithms
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Giiniimiizde programlama egitiminin niteligini artirmak amaciyla yenilik¢i pedagojik yaklasimlara
duyulan ihtiyag, oyun tabanli 6grenme araglarina yonelik ilgiyi artirmaktadir. Bu baglamda,
ogrencilerin motivasyonunu artirma, algoritmik diisiinme ve problem ¢ézme becerilerini gelistirme
potansiyeline sahip oyun gelistirme uygulamalar: one ¢ikmaktadr. Bu ¢alisma, oyun motorlar ve
oyun gelistirme amaciyla kullanilan ara¢ ve kiitiiphanelerin programlama o6gretiminde nasil
kullanildigini ortaya koymayt ve bu alandaki bilimsel arastirmalarin bulgularini sistematik bigcimde
analiz ederek alana katki sunmayr amaglamaktadir. Bu dogrultuda, Web of Science (WoS) veri
tabaminda 2015-2025 yillari arasinda belirlenen anahtar kelimelerle gergeklestirilen sistematik
tarama sonucunda 475 ¢alisma incelenmis ve icerik agisindan konu ile dogrudan iliskili 41 ¢aliyma
degerlendirmeye alinmistir. Makale segim siirecinde PRISMA protokolii temel alinmis, analizlerde
ise derinlemesine icerik analizi yontemi kullanimistir. Analiz sonuglarina gére, bu ¢alismalarin
olduk¢a az bir kismu ii¢ boyutlu (3B) oyun motorlarum (6rnegin Unity 3D) kullanarak programlama
ogretimine odaklanmigtir. Geriye kalan biiyiik ¢cogunlukta ise Scratch, Code.org gibi blok tabanli
gorsel programlama araglarmmin, basit oyun kiittiphanelerinin (Ornegin Pygame) veya oyun benzeri
simiilasyonlar olusturmak icin gelistirilmis modelleme araglarinin (Ornegin StarLogo) tercih edildigi
goriilmiistiiv. Oyun motoru kullanilan simrly sayidaki calismalarda, ogrencilerin yalnizca teknik
becerilerinin degil, aym zamanda biligsel farkindalik, problem ¢ézme, oz-yeterlik ve 6grenme
motivasyonu gibi duyussal ve bilissel boyutlarda da gelisim gosterdigi rapor edilmistir. Ayrica, oyun
motorlarimin sundugu sanal ortamlarin gercek diinya kosullarini modellemesi ve dgrenciyi aktif
ogrenme stirecine dahil etmesi, ogretimsel agidan one ¢ikan unsurlar arasinda yer almaktadir.
Bununla birlikte, bu tiir araglarin yaygin olarak kullanilmamasinin arkasinda erigim kisithiliklari,
egitmen yeterlikleri ve teknik altyapr eksiklikleri gibi faktérlerin etkili oldugu goriilmektedir.
Arastirma bulgulari, oyun motoru temelli uygulamalarin programlama ogretiminde yiiksek pedagojik
potansiyel tagimasina karsin, mevcut literatiivde bu potansiyelin yeterince temsil edilmedigini ortaya
koymaktadir. Literatiirde daha ¢ok Scratch ve benzeri blok temelli araglarla gergeklestirilen
calismalarin agirlikta oldugu goriilmektedir. Oysa oyun motorlariyla gerceklestirilen oyun gelistirme
stiregleri, ogrencilere yalnizca programlama becerileri kazandirmakla kalmamakta, aym zamanda
yaratict diigiinme, proje tabanli 6grenme ve dijital tiretkenlik gibi iist diizey becerilerin gelisimine de
katki sunmaktadwr. Bu baglamda hem programlama hem de oyun gelistirme yetkinliklerinin biitiinciil
sekilde ele alindigi, ozellikle 6gretim tasarimi ve 6grenci ¢iktilart bakimindan karsilagtirmali ampirik
arastirmalara ihtiya¢ duyuldugu diisiiniilmektedir.

Anahtar Kelimeler: Oyun Tabanli Ogrenme, Programlama Ogretimi, Oyun Motoru, Oyun Gelistirme
Araclart
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Derin Ogrenme ile El Goriintiilerinden Cinsiyet Tahmininin Degerlendirilmesi: Bir On
Calisma
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Ozet
Bu ¢alismamin amaci, derin 6grenme modelleri ile el fotograflarim kullanarak cinsiyet tahmin etme
basarisini degerlendirmektir. Bu dogrultuda, biyometrik tanimlama ve adli tip bilimlerinde destekleyici
bir analiz aract olarak yapay zekd kullaniminin potansiyel katkilar: arastirilmistir.
Calismada, standart bir A4 kagid: iizerinde konumlandirilmis 100 farkl kisiye ait el fotograflarindan
olusan veri seti kullamlmistir. Katilimcilardan 5051 erkek, 50’u kadindir. Veri setinin %80 i egitim
%2051 test igin ayrilmigtir. Veri seti derin dgrenme modellerinden AlexNet, VGGI16 ve ResNet50 ile
egitilerek cinsiyet tahmininde bulunmusgtur.
Elde edilen tahmin sonucglari, c¢esitli performans metrikleri ile degerlendirilerek modellerin
performanslart karsilastiridmistir. Deneysel sonuglara gére en yiiksek tahmin basarisi ResNet50 agi
kullanilarak elde edilmistir.
Calismada el gériintiileri iizerinden cinsiyet tahminine yonelik sumirll sayida goriintii kullanilmasina
ragmen anlaml sonuglar elde edilmistir. Ileriki calismalarda veri setinde bulunan goriintii sayisinin
artirllmasi ve yeni derin 6grenme modelleri tasarlanarak mevcut modeller ile performans
karsilastirmasi yapilmasi planlanmaktadur.

Anahtar kelimeler: Derin ogrenme, El, Cinsiyet, Goriintii
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Cinsiyete Bagh Yiiz Acilarinin Makine Ogrenmesi Yaklasimiyla Incelenmesi:
Morfometrik On Arastirma
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Ozet
Bu ¢alismarnin amaci, yiiz morfometrisinde onemli yer tutan frontonasal, nasolabial ve mentolabial
acilarin cinsiyetler arasindaki varyasyonlarini degerlendirmek ve bu agilarin cinsiyet tahmininde
kullanilabilirligini istatistiksel olarak incelemektir.
Calisma kapsaminda 20 erkek ve 20 kadin bireye ait toplam 40 olgunun yiiz agilart degerlendirilmigtir.
Olc¢iilen parametreler frontonasal agi, nasolabial agi ve mentolabial acidan olusmaktadir. Oncelikle her
agt igin Shapiro-Wilk testi ile normal dagilim analizi yapilnmistir. Normal dagilim gosteren degiskenlerde
bagimsiz orneklem t-testi, normal dagilmayan degiskenlerde ise Mann-Whitney U testi kullanilarak
cinsiyetler arasi karsilastirmalar gercgeklestirilmistir. Anlamlilik diizeyi p<0.05 olarak belirlenmistir.
Toplam veri incelendiginde frontonasal ve mentolabial agilarin normal dagilim gostermedigi, yalnizca
nasolabial aginin normal dagildigi belirlenmistir. Cinsiyete gore karsilagtirmalarda:
Frontonasal agi: Mann-Whitney U testi, p = 0.1556
Nasolabial ag1: Bagimsiz érneklem t-testi, p = 0.0573
Mentolabial a¢i: Mann-Whitney U testi, p = 0.4735
Tiim parametreler icin cinsiyetler arasinda istatistiksel olarak anlamh fark bulunmanugtir (p>0.05).
Yiiz agilarimin cinsiyet tayininde aywt edici bir unsur olarak kullamlabilirligini arastiran bu 6n
calismada, istatistiksel olarak anlamli fark saptanamanugstiv. Ancak érneklem sayisinin sinirly olusu, bu
bulgularin genellenebilirligini kisitlamaktadir. Daha genis orneklem gruplariyla yapilacak ileri diizey
morfometrik ve yapay zeka tabanli ¢alismalar, yiiz morfolojisinin cinsiyet ayrum konusundaki
potansiyelini daha net ortaya koyabilir.

Anahtar kelimeler: Yiiz, Cinsiyet, Morfometri, A¢t
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Determining the Effect of Waiting Time in the Sugar Beet Silos on Quality Parameters
Gazihan Aykin", Seyfettin Onur Ozdemir', Mustafa Sezen'
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*Corresponding author e-mail: gazihan.aykiri@kayseriseker.com.tr
Abstract

Sugar beets are transported to factories for sugar production and are stored in silos to prevent
interruptions during production. However, environmental factors such as air, humidity, and temperature
accelerate biological activity within these silos, causing sugar beet spoilage and resulting in various
losses. To quantify these losses, the effect of waiting times in sugar beet silos on quality parameters was
investigated. Understanding how the quality of beets in silos changes with storage time is crucial for
the efficiency of sugar factories. In the study, four different silos, each containing approximately 500
tons of sugar beet, were created and kept for 5, 10, 15, and 20 days, respectively. The quality parameters
of the sugar beets were measured before they were placed in the silo and after the waiting period,
allowing the changes in the parameters to be observed.

The quality parameters evaluated in this study include sugar content (polar value), o-amino nitrogen
content, and mass change. The average polar value indicates the sugar content of the sugar beet, while
o-amino nitrogen measures the harmful nitrogen in the root, which complicates sugar production for
factories. The change in mass reveals how much weight the sugar beets lose during the storage period.
Upon reviewing the trial results, it was found that keeping sugar beets in the silo caused significant
changes in the quality parameters. The amount of change in these parameters was directly proportional
to the waiting time in the silo. The greatest economic loss for the factories occurred when the sugar beets
were removed from the silo after 20 days of storage. In the 20-day silo, 5.34% mass loss, 24.82% increase
in a-amino nitrogen content, and less than 1% increase in polar value were observed.

For factories operating in the Central Anatolian region of Tiirkiye, it was noted that losses did not
increase significantly within the first 8 days of storage, but losses grew exponentially in silos removed
after the 8th day. While the economic loss in the silo held for 5 days was 0.8% of the price paid for 1
ton of sugar beets, this loss reached 11.5% in the silo held for 20 days. Based on the results, it was
concluded that raw material stock should be kept to a minimum by planning harvests in accordance
with the daily processing capacities of the sugar factories.

Key words: Sugar Beet, Quality Parameters, Silo Losses, Alpha Amino Nitrogen
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Abstract

Ovarian cancer has the highest mortality rate among gynecological malignancies in women and
constitutes a significant health problem worldwide. Immune checkpoints are among the mechanisms
that allow tumor cells to escape the immune system. Molecules such as PD-L1, PD-L2, CTLA-4,
LAG-3 and VISTA support tumor immune escape by suppressing T cell activity. In this study, the
relationship between the expression of PD-L1, PD-L2, CTLA-4, LAG-3 and VISTA genes in ovarian
cancer patients and the vital status of the patients was evaluated using biostatistical methods. In the
study, the relationship between the expression levels of immune checkpoint genes PD-L1 (CD274),
PD-L2 (PDCDILG2), CTLA-4 and LAG-3 in ovarian cancer and the vital status and survival of the
patients was found to be statistically significant. Better survival rates were detected in patients with
high levels of expression of these genes. This finding suggests that these genes can be used as
immunotherapeutic targets and prognostic markers in ovarian cancer. On the other hand, no
significant difference was observed between the expression level of the VISTA gene and patient
survival or survival status. This suggests that the prognostic role of VISTA in ovarian cancer may be
limited. These findings emphasize the importance of personalizing treatment strategies to be
developed for immune checkpoint targets by considering the patient's genetic profile. The therapeutic
potential of these genes can be more clearly demonstrated with large-scale and functional studies to
be conducted in the future.

Key words: Gene, Ovarian cancer, Immune control, Vital status
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Optimizing Trade Signals in Algorithmic Trading with Entropy-Based Filtering
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Abstract

This study investigates the integration of Shannon entropy as a filtering mechanism to refine trading
signals generated by the Learning Vector Quantization (LVQ) machine learning algorithm in
algorithmic trading. The primary objective is to enhance trade entry accuracy by mitigating market
noise and identifying more robust trends. To evaluate this approach, a fully automated trading bot
was developed and tested on Bitcoin using a three-minute timeframe on the TradingView platform.
Backtesting was conducted between February 1 and February 18, 2025, employing a capital
allocation strategy that reinvested profits for compounding. Trades were executed with 100% of
available capital and closed upon the emergence of an opposite signal. Com-parative analysis
demonstrated that the incorporation of Shannon entropy improved trade selection and prof-itability
relative to a baseline LVQ strategy. These results suggest that entropy-based filtering can enhance
algorithmic trading performance by increasing signal reliability and trend accuracy, highlighting its
potential for broader adoption in quantitative finance.

Key words: Shannon Entropy, Machine Learning, Algorithmic Trading, Trend Detection, Bitcoin
Trading
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Abstract

In today's business world, data-based decision-making processes have become the key to operational
success. Especially in dynamic areas such as logistics, supply chain management, international
transportation and customs transactions, instant access to accurate and up-to-date data is of critical
importance. However, since many companies do not support modern API-based system integrations,
data flow is still provided by manual methods, which negatively affects operational efficiency. In this
study, a Robotic Process Automation (RPA)-based digital transformation model is proposed as a
solution to time losses, human error risk and data standardization difficulties caused by manually
executed processes. Within the scope of the proposed model, it is aimed to automate data entry and
collection processes end-to-end, increase speed and accuracy in processes, minimize human errors
and integrate companies with legacy system infrastructures into digital transformation. The examples
presented in the study show that processes such as container status inquiry and customs data
processing can be completed in seconds thanks to RPA applications. This not only provides
operational speed gain but also provides the opportunity to work uninterruptedly 24/7. In addition,
it becomes possible to direct employees who are freed from repetitive tasks with RPA to more strategic
and creative areas, This both increases workforce efficiency and supports individual competence and
motivation. As a result, this study reveals that digitalization in logistics and customs operations
provides permanent benefits not only in technical but also in organizational and human dimensions.
The RPA-supported digital transformation model offers a holistic solution that offers sustainable
competitive advantage to businesses.

Key words: Robotic Process Automation, RPA, Data Management, Digital Transformation, Logistics
Operations
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Goriintii Isleme Destekli Engelli Araclari icin Yol izleme Asistam
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Abstract

Giiniimiizde elektrikli engelli aracglari ve scooterler, bireylerin hareket etme, kabiliyetini ve
bagimsizliklarimi artirarak giinliik yasamlarim kolaylastirmada biiyiik bir oneme sahiptir ve sehir ici
ulasimda pratik bir ¢oziim sunmaktadir. Yavas ama stabil ilerleme kabiliyetleri sayesinde, engelli
bireyler kalabalik alanlarda bile bu araglarla hareket edebilmektedirler. Ancak bazi uygunsuz yol
kosullart ve onlerine ¢ikan ani istenmeyen engeller, onlarin hareket kabiliyeti ve konforlarini
zorlastirmaktadr. En ¢ok karsilastiklar: zorlu engellerden biri onlerine ani ¢ikan ¢ukurlardir. Bu
istenmeyen engeller, engelli bireylerin genelde sahip olduklar: zayif refleks ve ani manevra yapma
kabiliyetlerinin kisitli olmasi, durumu zorlastirmakta ve onlara bazi zamanlarda biiyiik zorluklar
getirebilmektedir. Bu istenmeyen durumu minimize etmek ve onlara ayri bir manevra kabiliyeti
kazandurmak i¢in bu ¢alismada goriintii isleme destekli yol izle asistam gelistirilmistir. Gelistirilen
calismada kinetik sensor destekli bilgisayar gorme modeli olan YOLOvVS, Open CV, Raspberry Pi
tizerinde ¢alisan PWM teknigi ve sistemin kodlamasinda Python dili kullanilmistir. Gelistirilen yol
izleme asistam sayesinde ani ¢ikan cukurlar algilanmakta ve engelli aracin otonom sekilde ¢ukurun
boyutuna ve yayihimina gore, yavaslama, duraklama veya yon degistirme gibi tepki vermektedir. Bu
sekilde olusan ani durum icin engelli bireyin kendi miidahalesi olmadan ani olusumdan siyrilmasi
saglanmaktadir.

Keywords: YOLOvS, Open CV, Goriintii Isleme, Pyhton, Raspberry Pi

GIRIS

Engelli bireylerin yas ortalamalar1 her gecen yil artmaktadir. Yas ortalamanin artmasi engelli
vatandaslarin engelli ara¢ kullanim has hasiyetlerinin zayiflamasi anlamina gelmektedir. Giiniimiizde
kullanilan engelli araglari ¢ogunlukla kullanicin kendi yOnetiminde olan araglardir. Ancak engelli
stirliciilerin refleks kabiliyetlerinin zayif olmasi, 6zellikle gelismekte olan {ilkelerde yollarm genelde
bozuk ve engelli vatandaslar i¢in uygun tasarlanmamis olmasi onlara bir¢ok zorluk getirmektedir. Bu
baglamda engelli vatandaslar araglarini kullanirken aniden 6nlerine gikan ¢ukur, timsek gibi istenmeyen
engellere takilmakta ve son derece konforsuz yolculuklar yasamaktadirlar. Hatta bazi durumlarda bu tip
durmalar, yaralanma hatta 6limle bile sonug¢lanabilmektedir. Kaynaklara gore Tiirkiye'de engelli
niifusun toplam niifus igindeki oran1 %12,29'dur. Ayrica, Diinya Saglik Orgiitii'niin tahminine gére,
diinya niifusunun yaklasik %15'i yani bir milyardan fazla insan bir tiir engellilik ile yasamaktadir (Tirag
H.H, 2020), Genel verilere gore yili, Tiirkiye'de 2023 2.511.950 erkek ve 1.097.307 kadin olmak tizere
toplam 3.609.257 engelli vatandas oldugu belirtilmistir.
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Tiirkiye’de niifus yildan yila artmaktadir. Bunun baglica sebeplerin baginda insan 6mriiniin tip ve ilag
teknolojilerin de yasanan gelismelerdir (Tiras H.H, 2020).
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Sekil 1. Tiirkiye niifusunun biigiime hiz.

Yukaridaki sekilde Tiirkiye’de yillara gore biigiime hizi goriilmektedir. Asagida sekilde ise Engelli
vatandaglarin Tiirkiye’de 2022 yili i¢in yaslara gore kadin ve erkek, Tiiik, Adrese Dayal1 Niifus Kayit
Sistemi Sonuglar goriilmektedir. Engelli vatandaglarin Tiirkiye’de yaslara gore kadin ve erkek yiizdeler
erkekler i¢cin mavi alan, kadinlar i¢in kirmizi alan olarak verilmistir.

Nufus piramidi, 2007, 2022
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Sekil 2. Engelli vatandaslarin Tirkiye’de yaslara gore kadin ve erkek yiizdeleri.

Engelli arag siiriiciilerin karsilastiklar1 zorluklar su alt bagliklar altinda toplanabilir; Erisilebilirlik
Sorunlart: Kamusal alanlarda uygun rampalar ve asfalt yollarin olmamasi kullanicilarinin giivenli bir
sekilde hareket etmelerini engeller. Toplu Tagima: Bir¢ok toplu tasima sisteminin erigilebilirlik
seceneklerinin yetersiz olmasi seyahati zorlagtirir. Giivenlik Kaygilar: Kalabalik alanlarda ¢arpigma
riskleri, hava kosullarinin olumsuz etkileri (yagmur, kar, buz) ve yetersiz egitim, yaralanmalara ve
kazalara yol agabilir. Sosyal Damgalama: Scooter kullaniminin sosyal olarak damgalanmasi,
kullanicilar1 duygusal ve sosyal olarak etkileyebilir. Teknik Sorunlar: El kontrol sistemleri ve rampalarda
yasanan arizalar gibi teknik problemler, kullanicilarin yasamini zorlagtirabilir.
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YONTEM VE METOTLAR

Yukarida anlatilan engelli araglarda kazalarin 6nlenmesi ve engelli vatandaglarin daha konforlu seyahat
etmelerini saglamak i¢in bu ¢alismada Raspberry Pi yonetimli, goriintii isleme teknigi kullanilarak bir
yol asistani gelistirilmistir. Sistemin simiilasyonun Kullanilan teknolojiler arasinda OpenCV ve onun
genis nesne algilama kiitliphanelerinden olan YoloV8 kullanilmistir. Goriintii isleme sistemlerinin
algoritmik temelinde genellikle gri tonlama doniigiimii, esikleme, kenar tespiti (6rnegin Canny veya
Sobel), kontur bulma (OpenCV'de findContours gibi), merkez koordinat hesaplama ve ardindan bu
konumun servo motorlara aktarilmasi gibi agamalar yer almaktadir.

Yol lizerindeki Cukurlarin YOLOVvS ile Algilanmasi

Sadece bir kez bak anlamina gelen YOLOv8 (You Only Look Once), algoritmasinin sekizinci versiyonu
olup, nesne tespitinde hizli ve dogru sonuglar sunan bir bilgisayarla gérme modelidir. Bundan 6nce ilk
stirimii olan YOLOv1 2016 yilinda yaymlandi. Tek bir evrimsel sinir agi (CNN) kullanarak tiim
islemleri gergeklestirmekteydi (Karakazan.E, Ceyhan.E.B, 2024). Son siiriimii olan YOLOv8’in teknik
ozellikleri asagidaki gibi siralanabilir [6].

YOLOV8 Teknik Ozelikleri

Anchor-Free Tespit: YOLOVS, ¢apasiz bir tespit yaklasimi kullanir, bu da modelin nesneleri dogrudan
merkez noktalarindan tahmin etmesini saglar. Veri Artirma: Mosaic ve mixup gibi gelismis veri artirma
teknikleri kullanilmaktadir. Focal Loss Fonksiyonu: Siniflandirma gérevlerinde, zor simiflandirilan
orneklere daha fazla agirlik veren bir focal loss fonksiyonu bulunmaktadir ve kullanilmaktadir. IoU
Kaybi: Sinirlayic1 kutu tahminlerinin dogrulugunu artirmak igin Intersection over Union (IoU) kaybi
kullanilmaktadir. Nesne Odaklilik: Model, nesnelere odaklanma olasiligini artiran bir nesnellik kaybi
icermektedir. Optimizasyon: Egitim ve ¢gikarim siireclerini hizlandirmak igin karma hassasiyetli egitim
kullanilmaktadir. Cesitli Model siiriimleri: YOLOvVS, YOLOv8n, YOLOv8s, YOLOv8m, YOLOvVSI ve
YOLOvV8x gibi farkli parametre sayilarina sahip model varyantlar1 bulunmaktadir. Asagidaki sekilde
YOLOVS cukur tespit kullanici arayiizii gériilmektedir.

oBféEf ‘Ow

object 0.5

object 0.30

Sekil 3. YOLOVS ile ¢ukur algilama.

Yol Asistanin Gémdilii Sistem lizerinde Calismasi

YOLOVS, Raspberry Pi ile uyumlu bir sekilde ¢aligmakta olup, kolaylikla {izerine yiiklenip faaliyete
gegirilebilmektedir. Kurulum siireci i¢in “pip3 install ultralytics” komutu araciligiyla Ultralytics paketi
ve OpenCV Kkiitliphanesi kurulmalidir. Raspberry Pi'nin sinirli iglem giicii géz oniine alindiginda,
YOLOv8 modelinin etkili bir bigcimde ¢alisabilmesi i¢in optimizasyon yapilmasi gerekebilmektedir.
Cukurlarin YOLOWVS ile Tespiti icin Uygulanacak Adimlar

Veri Toplama ve Etiketleme: Yol ¢ukurlarinin bulundugu goriintiiler toplanir ve bu goriintiiler YOLO
etiketi ile etiketlenir. Model Egitimi: YOLOv8 modeli, PyTorch framework iizerinde egitilir. Egitim
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icin train.py komut satir1 kullanilir ve gerekli parametreler (goriintii boyutu, batch boyutu, epoch sayisi
vb.) ayarlanir.
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Sekil 4. Goriintii izerinde mesafe tespiti

Yukaridaki sekilde OpenCV ve YOLOVS tarafindan algilana sistem iizerinde a¢1 ve mesafe degerleri
ayiklanarak, gelistirilen phyton programi tarafindan hangi direksiyon ac1 degeri ve hiz ile engelli
aracinin manevra hangi hiz ve direksiyon acisi1 ile manevra yapacagi belirlenmektedir. Normal bir USB
kamera ile alinan goriintii sayesinde iki boyutlu olarak goriintii gelistirilen phyton kodu ile analiz
edilmektedir. Raspberry Pi lizerinde ¢alisan ve phyton kodlari ile gelistirilmis yol asistan1 ¢ukura olan
mesafe ve agisal sapmasit hesaplanmaktadir. Direksiyon hareketi tekerlerin hizlanmasi veya
yavaglatilmasi servo motor ile saglanmaktadir. Pulse Width Modulation (Nabiz Genislik Modiilasyonu)
PWM ile Raspberry Pi iizerinde servo motorlarin kontrolii saglanmaktadir. Sistemin akis semasi
asagidaki sekilde verilmistir.

Asagida sistemin calismasini gosteren akis diyagrami goriilmektedir. Buna gore kamera gorintii
almaktadir. Alinan goriintii USB kamera iizerinden ger¢eklesmektedir. Goriintli Raspberry Pi tarafindan
islenerek nesnenin boyutuna, mesafesine ve agisal pozisyonuna gore direksiyon ve motorlarin servo
motorlarin1 yénetmektedir.
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Sekil 5. Yol asistanin ¢aligmasini gosteren akis diyagrama.

SONUC

Sistem i¢in gelistirilen simiilasyon ¢aligmasinda elde edilen goriintiiye bagili servo motorlarin ¢aligmasi
test edilmistir. Testler sonucunda motorlarin elde edilen goriintilye bagili gerekli hizlanmalar ve
manevralart yapmalarini tespit edilmistir. Bu sistem IOT {izerinden desteklenip, Rag sunucularin
kullanimu ile bulut tizerinde ¢ok sayida engelli aracin yonetilmesi saglanabilir. Ayrica daha iyi konfor
ve kesinlik igin derin 6grenme eklenebilir. Derin 6grenme bulut lizerinde ¢alistirilip gdmiili sistem
sekilinde Raspberry Pl {izerinden haberlesmesi ve yonetimi saglanabilir.
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Abstract

The demand for individual transportation has greatly grown with population and urbanization, which
has in turn raised the use of fossil fuel-powered vehicles and aggravated environmental problems.
Apart from the negative effects including greenhouse gas emissions, air and noise pollution, the
running of these vehicles in spatially limited surroundings poses great challenges regarding parking
and maneuverability. As a result, consumers are looking to micro-mobility solutions including
electric scooters and bicycles, which provide quiet, small, energy-efficient substitutes with
environmentally friendly impact. Personalized technical solutions are becoming more and more
necessary, though, given the different physical traits of users, geographic locations, and use contexts.
This work has developed a MATLAB-based simulation tool in order to meet this need and ascertain
the most appropriate motor output power and battery capacity catered to the user profile. Input for
the system is user-specific parameters including height, weight, average daily travel distance, speed
preference, and route gradient; artificial intelligence-supported algorithms then help to determine
the necessary motor output power and battery capacity. This helps users avoid unnecessarily high-
powered configurations that lead to excess energy consumption as well as away from
underperforming systems that fail their needs. This helps one to make decisions with more efficiency,
economy, and environmental conscience. Apart from maximizing personal consumption, the
suggested strategy helps micro-mobility systems to be effectively incorporated into urban design.
Finally, this work marks a major step towards guaranteeing technological sustainability by means of
user-centered engineering solutions and so fostering environmentally friendly personal
transportation choices.

Keywords: Electric scooter, Sustainable transportation, Artificial intelligence, User profile, Energy
efficiency
INTRODUCTION

Rising demand for individual transportation and fast urbanization in today's environment have resulted
in the general use of fossil fuel-powered vehicles (Tolu, 2022). This situation raises different issues
concerning urban usability as well as environmental impact. Particularly in short-distance travel, their
parking and maneuvering restrictions make these vehicles ineffective (UK Parliament Transport
Committee, 2022). Moreover compromising the long-term viability of urban mobility are the emissions,
noise pollution, and high energy consumption linked with certain vehicles (Ozbek and Pakéz, 2025;
European Environment Agency, 2023).
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Micro-Mobility solutions such as electric scooters offer reasonably priced and environmentally
friendly substitutes to these challenges by low energy consumption, zero emissions, and small design
(Smith and Liu, 2024). Still, these systems do not offer every user the same performance. Standardized
vehicle designs often produce either underperformance or unnecessary resource consumption since users
vary in terms of physical traits, geographical conditions, use patterns, and budget (Hieu et al., 2024).

This work intends to find a customized electric scooter configuration depending on individual user
profiles. We developed a MATLAB-based simulation tool to reach at this. The system inputs route slope,
average use duration, body weight range, riding mode preference, and budget level. It finds the optimal
motor output power and battery capacity by means of Al-supported algorithms. Especially with regard
to short-distance, localized transportation, the system seeks to maximize technical performance and
economy.

This report consists of 4 main sections. First, in section INTRODUCTION, information about the
designed simulation was provided, along with examples of literature review. In section MATERIAL
AND METHODS, information about the materials and working system used in the creation of the
designed simulation is provided. In section RESULTS, the impact of the obtained outputs on the
objectives has been interpreted. In section DISCUSSION AND CONCLUSION, the relationship
between the created simulation and other literature studies has been examined.

Related Work and Literature Review

Amin et al. (2023) proposed a machine learning-based system for estimating, more especially for e-
scooters and e-bikes, the remaining range of electric two-wheelers without depending on exact onboard
technical specifications. The authors developed a mobile app that systematically compiled real-world
data including user riding behavior, environmental conditions (including road surface and weather), and
vehicle performance measures. Next a predictive analytics cloud-based Support Vector Machine (SVM)
model was trained using this dataset. The proposed method showed great predictive accuracy with a
mean absolute error of almost 150 meters for travel distances averaging 7.5 kilometers, so validating the
dependability of the model for practical range estimation conditions.

In order to develop and validate a simulation model meant to examine the energy consumption of
electric scooters, Yuniarto et al. (2022) conducted a thorough investigation. Built in the
MATLAB/Simulink environment using a longitudinal dynamics approach, the model combines
important design parameters to estimate important performance metrics including range, energy use,
and power demand. The researchers ran dynamometer tests as well as real-world road tests to evaluate
the accuracy and practicality of the model. The dependability of the model was confirmed by the great
degree of consistency between the experimental data and simulation results. This validated tool is unique
in terms of a useful basis for next development in the performance optimization and design of electric
two- wheelers.

Ting et al. (2009) presented a technique to estimate the Remaining Travel Distance (RTD) of electric
scooters using an Adaptive Neuro-Fuzzy Inference System (ANFIS). To forecast how far the scooter can
travel before the battery is fully depleted, the proposed model integrates multiple input parameters such
as battery terminal voltage, discharge current, battery temperature, vehicle speed, and total distance
traveled. The ANFIS-based approach greatly beats conventional voltage-based estimation techniques by
considering battery aging's effects and nonlinear discharge characteristics. With a prediction accuracy
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of almost 91%, the model shows a strong and flexible structure for real-time range estimation in
electric micro-mobility uses.

Bui et al. (2022), using physics-based modeling combined with machine learning methods,
developed a hybrid method for approximating the remaining range of electric motorcycles—technically
similar to high-performance electric scooters. The proposed architecture comprises a Support Vector
Machine (SVM) classifier intended to detect riding cycle types based on real-time speed and acceleration
profiles, coupled with a linear range estimation model. The classified riding cycle then informs the range
estimate module, allowing context-aware and adaptive forecasts. Combining dynamic vehicle modeling
with historical behavioral data improves the real-time range forecasting in the system. Under mixed
daily use conditions, performance assessments confirmed the effectiveness of the model in enhancing
energy management strategies for two-wheeled electric vehicles.

Combining real-world sensor data with machine learning, Rincon-Maya et al. (2025) devised a
hybrid architecture to replicate battery behavior and predict state-of-charge (SOC) and remaining range
in electric bicycles. Data from instrumented e-bikes on a 15-km urban path over a 28-day period allowed
the authors to compile operational, environmental, and route-specific variables. Among other machine
learning models, LSTM, SVR, AdaBoost, and Gradient Boost help to estimate Remaining Useful Life
(RUL). Recent developments show how well preprocessing raw sensor data using a CNN improves
prediction accuracy by itself. Particularly adding test case data inside a 95% confidence interval greatly
improved the accuracy of generated Remaining Useful Life (RUL) estimates for the LSTM model. These
findings underline how urgently real-time energy management in electric micro-mobility systems
depends on hybrid, data-driven approaches.

Lee et al. (2007) addressed the difficult task of exactly ascertaining the state-of- charge (SoC) in
electric scooter batteries running under dynamic load conditions. To properly address the nonlinear and
time- variant properties of battery discharge behavior, the authors developed an intelligent battery
management system including fuzzy neural networks and cerebellar model articulations controllers

(CMACGCs).

Hung et al. (2018) designed and tested a MATLAB/Simulink-based semi-automatic transmission
electric bicycle to optimize motor power demand. By modeling various gear ratios, frontal areas, and
slope conditions, their study demonstrated how selecting appropriate gear settings can significantly
reduce motor load and enhance energy efficiency. Real-world road tests showed strong agreement with
simulation outcomes, thereby validating these findings. In addition to this, the proposed system
enhanced SoC estimation accuracy and provided riders with valuable decision-support tools beyond
what traditional linear models offer. These included predicting the remaining travel distance at a specific
speed and determining the maximum safe speed to reach a destination. By reducing the risk of
unexpected battery depletion during operation, the integration of Al-driven estimators not only
strengthened the predictive accuracy of the system but also significantly improved the reliability and
usability of electric scooters.

MATERIAL AND METHODS
Material

Developed in MATLAB/Simulink environment (Yuniarto et al., 2022), this work mostly consists on
a user-centered electric scooter configuration system. The model is designed to find technical
parameters depending on user profiles and usage conditions including motor output power and
battery capacity. Key user inputs are average usage time, budget level, road gradient, body weight

69



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

range, and preferred speed mode—eco or performance. An Al-supported decision mechanism
handles these inputs and suggests an ideal configuration in terms of both technical performance and
cost economy (Hieu and Lim, 2024). Fixed inside the simulation structure, several environmental and
mechanical parameters are set to ensure consistency across several user scenarios. Then included into
the model, general engineering standards define values including battery voltage, wheel dimensions,
acceleration and deceleration durations, and energy economy.

escootersimm % | +

% 3. Maximum Route Gradient
35 slopeOptions = {'2-4%", '5-7%'
36 slopeldx = menu(Ind
37 switch slopeldx
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42 end
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Figure 1. MATLAB System Interface

This figure shows a sample interface derived from the MATLAB-based simulation environment
intended for user-adaptive electric scooter configuration. The simulation architecture generates system
outputs by processing user-defined parameters acting as a decision-support tool. Five interactive menu
windows in the bottom part of the screen each reflect a user input field needed by the system. The user
loads their weight range, preferred speed mode, budget level, maximum route gradient, and average
usage duration using these interface components.

Dominant the figure is the Command Window, where the technical outputs calculated depending on
user inputs are displayed. Among these outputs are the needed motor power, the recommended motor
type, and the expected battery capacity. The system dynamically adjusts the configuration depending on
personal needs and environmental conditions, so preventing both underperformance and too powerful
configurations (Shah et al., 2024). The results of the simulation guide direct design of electric scooters
and support sustainable, user-specific micro-Mobility solutions based on informed decision-making.
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Methods

This work generates user-specific electric scooter configurations using artificial intelligence-supported
rule-based simulation methodology. The simulation computes important performance parameters by
running a predefined set of user inputs under mechanical and environmental constant application.

Il 1 1 1 1
The User's Driving Location Duration Budget
Weight Range Mode Gradient of Use Level

Functional

Calculations
Artificial
Intelligence
Algorithm

Axial Flux Axial Flux
BLDC PMSM BLDC PMSM

Motor Power

l

Battery
Capacity

Figure 2. System Flow Diagram

The process flow of the Al-supported decision algorithm created for the configuration of an electric
scooter is shown in the diagram Five main user inputs—weight range, driving mode, location gradient,
daily usage length, and budget level start the simulation (Korzilius et al., 2021). Of these, the first four
parameters directly relate to the functional calculations meant to project the necessary motor output
power. The budget level is evaluated just by the artificial intelligence algorithm, thus it is not numerically
handled in the functional calculations.

After the technical calculations, the Al module uses the user's budget level and the computed power
needs to choose the most suitable motor type. Moreover, the Al algorithm affects the final battery
capacity recommendation, so influencing factors other than motor selection. This lets the system offer a
technically sound but financially flexible scooter configuration fit for the user.

As demonstrated, the final motor power—along with the Al output—directly affects battery size, so
guaranteeing an optimal balance between cost and performance.

The approach comprises several phases. User data are first gathered within the MATLAB script using
menu-driven inputs so that the user may specify their weight, preferred speed mode, budget range, route
slope, and average usage duration. These inputs directly influence the calculations of the model for
needed motor output power and energy consumption. The simulation uses predefined physical constants
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applied following data input to preserve constant conditions. The computed power needs and budget
category then guide a dynamic choice of motor type and battery capacity. Optimized for the particular
user profile, the final output consists in suggested motor specifications and battery size.

Table 1. Dependent and Independent Variable Data

Independent Variables (Inputs) Dependent Variables (Outputs)
User Weight Max. Motor Power
Driving Mode Recommended Motor Type
Location Gradient Battery Capacity
Daily Usage Duration Motor Efficiency
Budget Level Torque (T)

This table compiled the independent (input) and dependent (output) variables applied in the
developed electric scooter simulation system. User-related physical characteristics and tastes are input
variables; technical parameters computed depending on these inputs reflect the outputs of the model.
The simulation dynamically manages these inputs in a user-adaptive way to find required engineering
specs including motor power, battery capacity, and recommended motor type.

Regarding artificial intelligence application, the system uses a rule-based decision logic instead of a
machine learning paradigm. The Al module is meant to map budget categories to reasonable motor and
battery configurations by means of pre-defined conditional rules derived from engineering constraints
and performance-cost trade-offs. Low-budget users, for example, are algorithmically limited to standard
BLDC motors and moderate battery capacities; high-budget users have access to more advanced motor
types including Axial Flux PMSMs. Without a data training phase, this knowledge-driven rule structure
lets one make deterministic, transparent, repeatable decisions. Acting as a contextual decision layer, the
Al component thus improves technical outputs computationally efficiently based on user constraints.

RESULTS

Results of the simulation-based evaluation of user-specific electric scooter configurations show that the
model efficiently computes optimal motor output power and battery capacity depending on changing
user inputs and predefined system parameters. Results of simulation show that the necessary motor
power is much influenced by changes in user weight and route slope. For instance, higher body mass
and steeper terrain conditions call for more torque, which drives more powerful motors and larger battery
capacity. Conversely, lighter users working in flat areas with eco mode require much less energy, which
lowers system demand generally. Budget level greatly affects the type of motor to use. Usually matched
with users with limited budgets, standard BLDC motors are assigned more effective or high-
performance options including PMSM or axial flux motors depending on more financial flexibility. This
approach keeps the system from oversizing, so lowering unnecessary energy use and cost. The
simulation also dynamically varies wheel radius in response to torque needs to maximize traction and
energy transmission. Including daily use time into battery size computations guarantees more reasonable
energy consumption estimates. The great consistency between expected performance over test
environments and simulated outputs guarantees both the dependability of the model and its possible
scalability in urban mobility planning.
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DISCUSSION AND CONCLUSION

While conventional research in the field mostly address energy demand estimate or nominal battery
sizing under standard operational scenarios (Lee etal., 2007; Hung et al., 2018), the proposed framework
introduces a notable improvement by including mechanical parameters and user-specific economic
constraints into the configuration logic. For instance, while earlier studies including Ting et al. (2009)
and Bui et al. (2022) concentrated on improving range estimation or battery management systems using
machine learning or fuzzy logic approaches, often times budget-aware component selection was
overlooked. Similarly, the Yuniarto et al. (2022) study makes presumptions on fixed motor and battery
types for simulation even if it provides a validated energy consumption model for electric scooters.

Conversely, by combining deterministic engineering rules with an Al-driven decision layer, the
proposed system presents a cost-adaptive and performance-oriented solution tailored to every user.
While data-driven approaches needing massive training datasets (Amin et al., 2023; Rincon-Maya et al.,
2025) the rule-based Al logic used here guarantees quick, repeatable decisions while preserving
technical validity. Moreover, the choice of motor types among BLDC, PMSM, and axial flux machines
reveals a special integration of financial variables into the mobility optimization process — a
characteristic not particularly observed in the current literature — advised by torque demands.

The proposed architecture so presents a special perspective to the micro-mobility field by aggregating
user diversity, environmental factors, and financial constraints into a single decision-support model. This
all-encompassing approach fits rather nicely with the growing emphasis on intelligent, sustainable, and
customized transportation design.
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Abstract

Integrating Natural Language Processing (NLP) into Decision Support Systems (DSS) has considerable
potential to transform flight operation-based accident data analysis. This research presents the potential
of NLP techniques to be applied to DDS data through an integrated approach. The primary objective of
this approach is to facilitate a more profound comprehension of the underlying causes of accidents, to
unveil latent patterns and trends, and to enhance the precision with which risk factors can be identified.
While sentiment analysis provides insight into pilots’ mental states and subjective factors, topic
modeling also enables the discovery of recurring themes and hidden patterns of accidents from large
volumes of reports. Text classification facilitates targeted risk analysis by segmenting accident reports
into meaningful subcategories. NLP can also identify specific risk factors (e.g., mobile phone use,
Foreign Object Damage (FOD), cognitive fatigue) that are not coded in standard forms in accident
reports. Consequently, the enriched data will serve as the foundation for more comprehensive risk
modeling and comparative analyses (regional, temporal differences) by the DSS. This will contribute
significantly to the development of targeted accident prevention strategies and to maintaining and
increasing the level of operational safety at the desired level. This integrated approach is also aimed at
facilitating the transformation of the DSS from a reactive data warehouse into a proactive safety risk
management tool.

Key words: Decision Support Systems, Flight Operations, Natural Language Processing, Risk
Identification, DSS.

INTRODUCTION

Ensuring safety in the aviation sector is possible not only through technological investments but also
through the accurate and in-depth analysis of operational data. Every year, thousands of flight safety
reports are prepared worldwide, containing valuable information regarding the causes of accidents or
near-miss incidents. However, most of this data is in free-text (unstructured data) format, and existing
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Decision Support Systems (DSS) are inadequate in analyzing such texts. This situation particularly leads
to overlooking implicit risks based on human factors and perpetuates a reactive approach in safety
management. However, in recent years, the use of decision support systems during the decision-making
phase has become quite widespread. Developed decision support systems enable end-users to easily
access data from within or outside their organizations or institutions. Consequently, quick and timely
access to needed information aids in timely decision-making in institutions, thereby increasing
efficiency and the quality of decisions made (Aslan & Yilmaz, 2010). In determining the most suitable
technologies to employ, it is imperative to consider the particular applications and requirements of the
project. In the context of Industry 4.0 and smart cities, a self-learning model that utilises natural language
processing (NLP) and knowledge graphs has the potential to facilitate machine-to-machine
communication and ontology alignment (Javed et al., 2023). Decision support systems have been shown
to facilitate timely and high-quality decision-making by providing rapid access to pertinent information.
Integrating NLP into decision support systems can accelerate decision-making processes by optimising
data flow and facilitating seamless machine-to-machine communication. The enhancement of these
decision-making processes has the potential to contribute to a favourable decline in accident statistics,
thereby facilitating more precise and expeditious interventions, particularly in crisis situations.

Natural Language Processing (NLP) and Decision Support Systems (DSS) can be integrated to
enhance decision-making processes and improve the effectiveness of information retrieval and analysis.
Natural language processing (NLP) decodes and contextualizes textual data to decision support systems
and enables context-aware decision-making, supporting managers to interpret data and make decisions
more effectively (Seymen & Demirci, 2023). Furthermore, utilizing NLP techniques facilitates the
identification of emergent accident trends and risk factors through the meticulous analysis of textual
elements inherent within accident reports. This enables the implementation of timely preventive
measures. Furthermore, training programmes focusing on risky behaviours identified by NLP analyses
can be more effective by increasing employee awareness. The continuous analysis of accident data has
been demonstrated to enhance safety protocols and business processes. For example, (Pereira et al.,
2013), (Grigorev et al., 2024). The application of NLP techniques enabled the analysis and classification
of traffic accident reports according to the severity of the incidents. This approach has contributed to the
enhancement of incident management processes.

The objective of this study is twofold: firstly, to conduct a more in-depth analysis of flight safety
reports using natural language processing (NLP) techniques, and secondly, to increase the effectiveness
of decision support systems by evaluating the findings through comparative analysis. The present study
undertakes a comparative analysis of the various methods proffered by NLP, with a view to ascertaining
the strategic contributions these methods can provide in aviation safety. This approach paves the way
for a more holistic and forward-looking safety management framework within the sector.

1. Background
1.1. Decision Support Systems (DSS) in Aviation

A significant proportion of Decision Support Systems (DSS) research employs one of the fundamental
conceptual approaches, although this is not explicitly articulated. The initial approach involves the
delineation of DSSs within the framework of the structural features of the task they are tasked with
handling. Secondly, the design of DSS necessitates a bespoke strategy grounded in evolutionary
development and "medium-focused" techniques. The third approach emphasises the role of DSSs in
supporting the cognitive processes of individual decision-makers. In this context, the field of decision
research provides explanatory information to the managerial problem-solving process and develops
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normative theories with the objective of increasing the effectiveness of such problem-solving (Keen,
1980). In addition to the aforementioned elements, DSS constitutes a computer-aided information
system that furnishes interactive information support to managers in the decision-making process. The
utilisation of analytical models, specialised databases, the decision maker's own opinions and
judgements, and an interactive computer-based modelling process is a hallmark of these systems in
supporting semi-structured or unstructured business decisions (Aslan & Yilmaz, 2010).

Decision support systems (DSS) in aviation have been identified as a factor that can improve
operational efficiency, safety, and decision-making. These systems use automation technologies and
artificial intelligence to assist human operators in complex aerospace environments (Cummings, 2004;
Yiu et al., 2021). In air traffic management, DSS is being developed to cope with increasing air traffic
densities and support autonomous operations (Ballin et al., 2002; Xie et al.,, 2021). However,
interestingly, while automation can improve efficiency, it also presents challenges. In time-critical
environments, such as air traffic control, higher levels of automation are not always advisable due to the
complexity and potential risks involved (Cummings, 2004). However, there is a need to balance
automation with human involvement to maintain situational awareness and flexibility in decision-
making. Also, the opacity of Al algorithms has led to the integration of Explainable Al (XAI) into ATM
decision support systems to improve interpretability and build trust among human operators (Xie et al.,
2021). As a result, decision support systems in aviation are evolving to incorporate advanced
technologies such as artificial intelligence of things (AloT) and machine learning algorithms (Kabashkin
& Shoshin, 2024). The objective of these systems is to enhance predictive accuracy, operational
efficiency, and safety while optimising maintenance strategies. The integration of DSS in aviation
signifies a paradigm shift within the industry towards a proactive health management framework and
data-driven decision-making processes.

1.2 NLP Practices in the field of Aviation

Natural Language Processing (NLP) is a field of study that aims to analyse and comprehend written and
spoken language by applying machine learning and cognitive computing techniques. NLP is a linguistic
analysis tool that enables computers to comprehend human languages (Jothilakshmi & Gudivada, 2016).
This discipline focuses on managing complex natural language factors, such as ambiguity and context,
bridging the communication gap between humans and computers (Chopra et al., 2013). This technology
facilitates the processing and analysis of substantial volumes of unstructured data, including but not
limited to social media posts, newspaper articles, customer reviews, and emails. In this manner, NLP
facilitates the acquisition of human-like language capabilities in machines, thereby enabling businesses
to glean insights from data, automate processes, and enhance decision-making methodologies (Ghosh,
2024). NLP has a wide range of applications, including in the fields of chatbots, language translation,
and sentiment analysis, and has a significant impact on business and technology. In this manner,
machines have the capacity to effectively execute a variety of beneficial tasks by means of text data
(Singh, 2018).

NLP has a role in improving communication between pilots, air traffic control, and ground staff. The
aviation industry generates high volumes of data from various sources, including voice communications,
operational reports, and real-time flight data interactions. NLP facilitates the extraction and
interpretation of valuable insights from this unstructured data, enabling timely decisions to support flight
safety and efficiency. By implementing NLP algorithms, aviation stakeholders can increase situational
awareness (SA), which is vital for reducing risks associated with human error and improving response
times during critical scenarios (Degas et al., 2022; Kabashkin et al., 2023). These developments may
contribute to minimizing incidents and accidents, especially those based on communication errors, and
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support the formation of a positive downward trend in accident statistics in the long term. The real-time
analysis and alerts provided by NLP-powered systems can be used to detect potential hazards at an
earlier stage. Thus, both preventive security measures are strengthened, and emergency response
processes become faster and more effective. The use of NLP in the aviation industry is one of the primary
areas of analysis in safety reports. According to Amin et al. (2022), NLP contributes to more effective
risk management and decision-making processes in aviation maintenance and air traffic control by
facilitating the extraction of meaningful insights from large amounts of safety data. In aviation
maintenance, NLP has not only been able to predict predictable component failures by analyzing
maintenance logbooks, but it has also facilitated MRO technicians' access to technical resources. In air
traffic control, NLP is often used to detect or mitigate communication errors and improve the clarity of
verbal messages exchanged with pilots. The number of NLP software that automates text and speech
analysis is growing and is widely used in the acrospace industry (Amin et al., 2022). Furthermore, NLP
is instrumental in the sentiment analysis of airline customer feedback. These analyses are utilised to
formulate strategies that are aimed at enhancing service quality and customer satisfaction. Li's research
reveals how airlines can apply Natural Language Processing (NLP) techniques, such as Bidirectional
Encoder Representations from Transformers (BERT), to analyse both customer reviews and social media
feedback effectively. This form of analysis assists airlines in making more informed decisions regarding
operational improvements and strategic planning, thereby contributing to an enhancement in the
customer experience. (Li et al., 2023).

Another important application of NLP in aviation is incident report analysis. The research by Jiao et
al. (2022) presents a system that uses NLP techniques to classify and identify the causes of incidents
occurring in Chinese civil aviation. This approach can contribute to developing more effective safety
measures and strategies to prevent incidents (Jiao et al., 2022). In addition, the integration of NLP with
machine learning techniques to predict human factors in aviation incidents has also been discussed.
Madeira et al. (2021) highlight that the combination of these two technologies can improve predictive
capabilities regarding safety incidents, thereby contributing to the formation of a more proactive safety
culture in the aviation industry. With a better understanding of human factors, this approach can help
prevent incidents and strengthen security measures (Madeira et al., 2021).

Despite the considerable progress made by NLP, there are still several challenges that must be
addressed, including issues such as data bias, interpretability, domain-specific language understanding,
and multilingual support. Notwithstanding the aforementioned challenges, NLP persists in its
development and the identification of applications in numerous domains, including but not limited to
healthcare, finance, education, and customer service (Gour, 2020). As research progresses, further
innovation and refinement in NLP technologies can be expected; This, in turn, could lead to more natural
and intuitive human-computer interactions (Mihalcea et al., 2006).

1.3 NLP Techniques Used in Aviation

Natural Language Processing (NLP) techniques are being adopted in greater numbers within the aviation
industry, with a view to enhancing safety, efficiency, and operational understanding by analysing the
vast quantities of textual data that are now being generated. These techniques facilitate the automated
processing and derivation of insights from various reports and documents.

1.3.1 Text Classification

Text classification in aviation is primarily utilized for the automatic categorization of safety reports,
such as Aviation Safety Reporting System (ASRS) reports. Algorithms/Models Used: Common
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algorithms include Term Frequency-Inverse Document Frequency (TF-IDF) combined with Support
Vector Machines (SVM), Long Short-Term Memory (LSTM) networks, Random Forest, and XGBoost.
Example Application: In a study, 425 ASRS reports from a university flight training program were
classified into three categories, achieving an F1-score exceeding 0.90. This system was designed to
operate exclusively within an institutional infrastructure (New & Wallace, 2025).

1.3.2 Topic Modeling

Topic modeling is applied in aviation to discover dominant themes within aviation safety reports.
Algorithms/Models Used: Techniques such as Latent Dirichlet Allocation (LDA), Non-negative Matrix
Factorization (NMF), and BERTopic (which combines BERT with HDBSCAN) are employed. Example
Application: Human factors and technical failures in accident scenarios were automatically identified
from NTSB and ASRS reports using LDA and the transformer-based BERTopic (Jonk et al., 2023).

1.3.3 Named Entity Recognition (NER)

NER techniques are used to convert critical terms found in flight safety reports into structured data.
Algorithms/Models Used: Fine-tuning of transformer-based models like Aviation-BERT is a common
approach. Example Application: Entities such as aircraft types, manufacturers, and error factors were
identified with over 90% accuracy using the BERT-based Aviation-BERT-NER model, as demonstrated
in a 2024 study using real and synthetic aviation safety reports (Chandra et al., 2024).

1.3.4 Deep Learning-Based Classification

Deep learning models are utilized for tasks such as the phase classification of aviation incident reports.
Algorithms/Models Used: LSTM, Bidirectional LSTM (BI-LSTM), Gated Recurrent Unit (GRU), and
Simple Recurrent Neural Networks (SimpleRNN) are frequently used. Example Application: A
comparative study presented on arXiv found that LSTM provided the best results for classifying flight
phases in ATSB safety reports, achieving 87% accuracy and a similar F1-score (Nanyonga, et al., 2025).

1.3.5 Safety Audit Report Classification

This application focuses on the automatic categorization of civil aviation audit reports.
Algorithms/Models Used: BERTopic, combined with transformer-based classification methods, is
utilized. Example Application: In the study published in MDPI, a new classification method was
proposed on the reports of the China Civil Aviation Supervision Directorate, statistically outpacing the
existing techniques (Xu et al., 2024).

1.3.6 Phase-of-Flight Classification

This technique is crucial for determining the specific phase of flight (e.g., takeoff, cruise, landing) in air
accident or incident reports. Algorithms/Models Used: Models include ResNet (a derivative of text-
CNN) and SimpleRNN. Example Application: A study comparing ResNet and sSRNN on 27,000 NTSB
reports found that sSRNN achieved over 68% accuracy, showing superiority in phase classification
(Nanyonga, et al., 2025).
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1.3.7 Supervised Machine Learning Applications

Supervised ML is applied to categorize flight occurrences, such as distinguishing between "incident"
and "serious incident". Algorithms/Models Used: A range of algorithms, including SVM, Logistic
Regression, Random Forest, XGBoost, and K-Nearest Neighbors (KNN), are tested. Example
Application: A web-based application developed by Siow (2025) demonstrated that Random Forest
achieved the best results with an accuracy of 0.77 and an F1-score of 0.7 for classifying aviation safety
occurrences.

1.3.8 Knowledge Graph Creation

Knowledge graphs are used to present the model's causal and temporal relationships between different
accident reports. Algorithms/Models Used: Techniques involve Open Information Extraction (OpenlE),
RDF triplet extraction, and integration with graph databases like Neo4j. Example Application: The
prototype, developed in collaboration with Tanguy et al. (2016) produced an infographic by extracting
RDF triplets from ASRS incident reports.

1.3.9 Hybrid Rule-Based & Machine Learning Approaches

These approaches combine expert-defined rules with ML models for tasks like detecting critical
procedures' non-compliance. Algorithms/Models Used: Combinations include Regex with Random
Forest, and Rule Terrier with transformer models. Example Application: Combining rule-based
reasoning with machine learning enhances risk detection accuracy while maintaining the interpretability
and expert knowledge integration crucial for critical decision-making (Garcia et al., 2016).

1.3.10 Explainable AI (XAI) & Active Learning

XAl and active learning techniques are employed to present the rationale behind model
recommendations and to enable effective learning from sparsely labeled datasets in aviation.
Algorithms/Models Used: Techniques include LIME (Local Interpretable Model-agnostic
Explanations), SHAP (SHapley Additive exPlanations), and Uncertainty Sampling combined with
transformer models. Example Application: Explainable Al techniques like SHAP facilitate expert
feedback during active learning, accelerating model approval and reducing labeling costs, particularly
in safety-critical applications, though the quality of explanations depends on the model used (Lundberg
& Lee, 2017; Holzinger et al., 2019).

1.4 NLP and DDS Integration

The integration of natural language processing (NLP) with decision support systems facilitates the
development of sophisticated systems capable of producing more accurate and expeditious decisions by
extracting meaning from user inputs. The implementation of such systems has been demonstrated to
enhance the accuracy of decision-making processes by minimising the impact of human error, thereby
facilitating enhanced operational efficiency. A comparable integration within the domain of aviation
holds the potential to contribute to the mitigation of accidents that are precipitated by miscommunication
or delay, thereby resulting in an enhancement of accident statistics. The combination of neuro-linguistic
programming (NLP) and decision support systems (DSS) is a recent development in the field of
information systems. This could lead to more advanced systems, such as the CUDoctor telehealth
system, which is described in Omoregbe's 2020 paper. This system uses NLP techniques to recognize
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user inputs and fuzzy logic rules for decision support in diagnosing tropical diseases. Similarly, Szlosek
& Ferrett, (2016), in their research, tried to automate the evaluation of clinical decision support systems
(CDSS) in electronic medical record (EMR) systems using machine learning and natural language
processing (NLP) techniques. Thus, the use of machine learning and NLP techniques to improve clinical
decision support systems offers a solution that can increase efficiency by both maintaining the accuracy
rate and reducing the need for human resources. The 2023 study by Marqas et al. provides a
comprehensive review of contemporary decision support systems (DSS) and advanced optimization
methods. In this study, the evolution of DSS, its current application areas, and the main challenges
encountered in the development of these systems are discussed. In particular, the integration of advanced
technologies such as artificial intelligence and machine learning into decision support systems was
emphasized, and the positive effects of this integration on the effectiveness of decision-making
processes were discussed. In addition, the various optimization techniques such as linear programming,
genetic algorithms, and heuristics used in DSS systems are analyzed. The decisive role of factors such
as data quality, system flexibility, and user acceptance in system success is also emphasized. At the end
of the study, suggestions for the future, such as making DSSs more user-friendly, increasing data
security, and strengthening system flexibility, are included. Integrating decision support systems with
advanced technologies such as artificial intelligence and machine learning increases the effectiveness of
decision-making processes. The inclusion of NLP in this integration can strengthen system flexibility
and data analysis capability, supporting faster and more accurate decisions. These developments can
have a positive impact on accident statistics by contributing to the improvement of critical moment-to-
moment decisions, especially in-flight operations.

The study presented by Han, (2017) proposes a new method that can be used in intelligent decision
support systems (IDSS) to improve decision-making processes under uncertainty. In this method, a
decision is made by comparing a new object with these rules and calculating the weight of each outcome,
using the minimum set of decision rules obtained by simplifying the decision tables. In the decision-
making process, subjective factors representing user preferences and objective factors such as the degree
of support of decision rules are evaluated together, and the ratio of these factors can be adjusted. This
approach supports decision-making processes in both specific and uncertain environments, resulting in
results that better reflect user needs. In intelligent decision support systems, it is critical to evaluate
subjective and objective factors together in order to make effective decisions even under uncertainty.
NLP can more accurately interpret users' needs and expectations, increasing the precision and accuracy
of decisions in such systems. Such integration offers the potential for a reduction in accident statistics,
enabling more accurate and faster decisions to be made even in uncertain situations. The integration of
NLP and DSS is not limited to traditional decision-making contexts. (Nikiforos et al., 2020), By
investigating the use of NLP techniques in virtual learning communities to detect and modify bullying
behavior, it showcases the potential of NLP-powered decision support in educational and social contexts.
(Bahja, 2020), It also highlights the broader applications of NLP integration in various industries,
highlighting its potential to improve human-computer interaction and increase operational efficiency
through better decision-making. This integration, which contributes to faster and more accurate
decisions by improving human-computer interaction, can also increase operational efficiency in time
and safety-oriented sectors such as aviation. Thus, it has the potential to have a positive impact on
accident statistics by reducing communication errors and decision delays.

In the study conducted by Maderina et al. in (2021), they used machine learning (ML) and natural
language processing (NLP) techniques to detect human factors in aviation incident reports. In the study,
pre-processing steps were performed on text data obtained from incident reports, and these data were
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applied to various machine learning algorithms (e.g., support vector machines, decision trees, artificial
neural networks) for classifying human factors. Model performances were evaluated on criteria such as
accuracy, sensitivity, and specificity. By reducing the reliance on manual analysis of incident reports,
the study aims to detect elements of human error in a faster, systematic, and automated way. This
approach contributes to the development of a decision support mechanism based on data analytics in the
field of aviation safety. This approach lays a strong foundation for integrating NLP technology into
decision support systems. In particular, NLP models that can automatically extract meaning from
incident reports can speed up the data collection and analysis processes of decision support systems,
thus enabling decision-makers to make accurate and timely interventions. Detecting complex factors
such as human error at an early stage allows for proactive security measures to be taken. This integration
makes it possible to understand the root causes of aviation accidents better and to monitor risk factors
systematically. Therefore, the use of NLP-powered decision systems can contribute to more effective
management of pre-accident risks, helping to change overall accident statistics over time positively. Xie
et al. (2021), on the other hand, carried out a study to increase the explainability of machine learning
solutions in the field of air traffic management (ATM). In the research, it is emphasized that the "black
box" nature of machine learning models poses a serious problem, especially in security-critical decision
support systems. In an attempt to overcome this problem, the integration of Explainable Artificial
Intelligence (XAI) techniques has been proposed. In the study, it has been shown that the outputs of
machine learning-based decision support systems can be made more transparent and understandable by
users by using methods such as SHAP (Shapley Additive exPlanations) and LIME (Local Interpretable
Model-agnostic Explanations). According to the research results, XAl techniques enable air traffic
controllers and other users to understand decisions from machine learning systems better, thereby
increasing the reliability of the systems. This study reveals that the development of the explainability
dimension of artificial intelligence applications in air traffic management is a critical element in terms
of supporting operational safety.

MATERIAL AND METHODS

This study is based on a comparative analysis of Natural Language Processing (NLP) techniques used
in the aviation industry. In the study, the qualitative comparative analysis (QCA) method was adopted,
and it was aimed to evaluate the selected NLP techniques in terms of their usage areas, functionality,
and effectiveness. The research was structured by adopting a descriptive and analytical method.
Examples of application of NLP techniques in the field of aviation and their use in the literature were
examined, and the extent to which each technique contributed to certain problem types was analyzed.
In this context, a comparative analysis was made based on both academic and sectoral sources. The data
were obtained through a systematic literature review.

RESULTS

In this section, examples of natural language processing (NLP) techniques applied in the aviation
industry and the comparative evaluation results of these techniques are presented. Table 1 presents an
overview of the applications made in different fields with various techniques, together with the results
obtained and their limits. The diversity of the fields and sectors in which NLP is employed has been
found to facilitate a comprehensive understanding of the potential areas of benefit and the limitations of
NLP in a holistic manner. Based on Table 1, text classification techniques play a critical role in the
automatic analysis of unstructured safety reports. These techniques are instrumental in distinguishing
between different types of incidents and in facilitating the development of rapid decision support
systems. However, they also present disadvantages such as the need for labeled data and limited
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generalization capabilities. Named Entity Recognition (NER) stands out in maintenance and fault
analysis by enabling the extraction of specific information (e.g., aircraft type, fault codes) from technical
documents. However, to accurately identify aviation-specific terminology, training models with domain-
specific data are essential. Topic modeling is well-suited for uncovering recurring themes in
maintenance logs and passenger complaint records; however, the interpretive nature of the topics
generated often requires human input. Sentiment analysis is helpful for quickly assessing passenger
satisfaction, but it may introduce distortions in meaning when applied to technical texts. Text
summarization enables the meaningful condensation of lengthy reports, thereby supporting decision-
makers who face time constraints. Nonetheless, due to the high risk of semantic loss, more sophisticated
and aviation-specific models are required. In conclusion, the effective development of decision support
systems in the aviation sector depends on evaluating each NLP technique based on specific operational
needs and applying it in a contextually appropriate manner.

ileTables should be listed by number with Latin letters where they are used in the text and should be
arranged according to the example as given below. Tables should be fit on the page, justified. Tables that
do not fit on one page should be divided into two and indicated as "Table 1. continued". It should be
cited the tables before the tables in the text. The titles of the tables should be justified and the first letter
should be written in uppercase and all letters except for proper names should be written in lowercase.
The abbreviations and statistical criteria in the table should be explained below the table as given in the
example.

Table 1. Comparison of Major NLP Techniques Used in the Aviation Industry

NLP Aviation Advantages Limitations Case Study Reference
TECHNIQUE Application (in Aviation)
Area
Text Classification Automatic High Requires big 425 ASRS (New &
classification | classificatio | data with good reports in a Wallace, 2025)
of ASRS n accuracy; labeling; an university
reports Demonstrate imbalance flight training
d between classes | program were
applicability may degrade divided into
in performance three
operational categories,
environment and an F,
s. score of over
0.90% was
obtained
(working only
within the
institutional
infrastructure)
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Topic Modeling | Exploration of | Extracting | Hyperparameter | Using LDA (Jonk et al.,
dominant thematic setting (number and 2023)
themes in structures of themes k) is transformer-

aviation from challenging; based
safety reports extensive Meaningful BERTopic on
collections, theme NTSB and
quickly production may | ASRS reports,
identifying be limited in human factors
general very short texts | and technical
trends fault themes
without the were
need for automatically
human discovered in
labeling accident
scenarios.
Named Entity Conversion of | Automatic General NER Entities such | (Chandra et al.,
Recognition critical terms | extraction of | models are not as aircraft 2024)
(NER) in flight critical flight-dome types,
safety reports | equipment, compatible; manufacturers
into structured | procedures, | Fine-tuning large , and error
data weather language models | factors were
conditions, requires high identified
etc. It computational with over
facilitates resources. 90% accuracy
the further using the
steps of BERT-based
information Aviation-
extraction. BERT-NER
model, as
demonstrated
in a 2024
study using
real and
synthetic
aviation

safety reports.
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Deep Learning- Phase High Large dataset for | In the study (Nanyonga,
Based classification | achievement education; presented in Wasswa, Wild,
Classification of aviation in complex Computational | arXiv, LSTM, 2025)
incident language and memory Bi-LSTM,
reports patterns by costs are high GRU, and
capturing SimpleRNN
long were
dependencie compared;
s; Automatic LSTM gave
feature the best result
learning. with an
accuracy of
87% and a
similar Fi
score.
Safety Audit Automatic Free audit The problem of | Inthe study | (Xuetal., 2024)
Report categorization | reports from | explainability of | published in
Classification of civil manual model MDPI, a new
aviation workload; | components, and | classification
inspection Reduces the Data privacy method was
reports need for concerns proposed on
attribute the reports of
engineering. the China
Civil Aviation
Supervision
Directorate,
statistically
outpacing the
existing
techniques.
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Phase-of-Flight | Determination | Flight phase | Errors in cases ResNet and (Nanyonga,
Classification of flight phase | extraction of semantic sRNN were | Wasswa, Molloy
in air with high ambiguity; compared on et al., 2025)
accident/incid | accuracy; Uneven phase | 27,000 NTSB
ent reports He went distribution can | reports; SRNN
directly into affect achieved an
decision performance accuracy of
support over 68%,
systems. providing
superiority in
phase
classification.
Supervised ML Categorizatio A The SMOTE In the web- (Siow, 2025)
n of flight comparison | application may based
incidents as of different reduce application
"incidents" vs | classical ML | performance on | developed by
"serious algorithms some models; Siow (2025),
incidents" and Accuracy is still Random
imbalanced around 80% Forest gave
data the best
techniques, results with an
such as accuracy of
SMOTE, 0.77% and
was tested. Fi=0.78.
Knowledge Modeling of It presents Relationship The (Tanguy et al,
Graphs causal and complex labeled data prototype, 2016)
temporal accident requirement, developed in
connections chains in a Graphics collaboration
between visual and scalability with Tanguy
accident questionable et al. (2016)
reports structure, produced an

and singles
out multiple
report links.

infographic
by extracting
RDF triplets
from ASRS
incident
reports.
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Hybrid Rule- Critical Scalability The automated Combining (Garcia, S.,
Based & ML procedure of ML ASRS rule-based Luengo, J., &
non- without processing reasoning Herrera, F.,
compliance missing system, with machine 2016)
determination | expert rules; published in learning
s ML SAGE enhances risk
remediation Publications, detection
if it applies uses a accuracy
a bad rule. combination of while
rules and ML maintaining
components to the
provide high- interpretabilit
accuracy risk y and expert
detection. knowledge
integration
crucial for
critical
decision-
making.

XAI & Active Presenting the | Accelerates | Increases human | Explainable (Lundberg &

Learning reasons for expert surveillance; Al techniques Lee, 2017,
model approval; XAI output like SHAP Holzinger et al.,
proposals: reduces the quality may facilitate 2019)
Efficient cost of fluctuate expert
learning from labeling; depending on the feedback
low-label Acceptance model. during active
data. is high in learning,
safety- accelerating
critical model
areas. approval and
reducing

labeling costs,
particularly in
safety-critical
applications,
though the
quality of
explanations
depends on
the model
used.

Text Classification: Structured Categorization with High Accuracy

Text classification provides high accuracy in the automatic analysis of unstructured safety reports and
forms the basis of decision support systems. For example, F1 scores exceeding 0.90 in ASRS report
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classification demonstrate the operational reliability of this technique. However, the heavy reliance on
labeled data and class imbalance issues may limit the model's generalizability. Therefore, data quality
and diversity are of critical importance.

The variable name and style should be consistent with those in the equation, including symbols and
equations in the text. Equations should be centered and typed in Cambria Math with 11 font size. All
equation symbols must be clearly and comprehensibly defined.

Named Entity Recognition (NER): Domain-Specific Information Extraction

NER is effective in transforming aviation safety and maintenance reports into structured data by
extracting key entities such as aircraft type, manufacturer, and cause of failure. The success of models
like Aviation-BERT-NER, exceeding 90%, shows their potential in aviation-specific contexts. However,
general NER models lack sensitivity to aviation terminology, requiring fine-tuning with sector-specific
datasets.

Topic Modeling: Discovering Latent Themes in Unstructured Reports

Topic modeling techniques help identify recurring themes in large volumes of maintenance logs or
incident reports. The automatic extraction of human factors and technical fault themes from ASRS and
NTSB data exemplifies its usefulness in trend analysis and strategic planning. However, the
interpretability of the generated topics relies on human input, and the classifications are not always
definitive.

Sentiment Analysis: Passenger Feedback with Ambiguity Risk

Although not explicitly listed in Table 1, sentiment analysis is commonly used in DSS applications to
evaluate passenger complaints and satisfaction. This technique offers quick insights but may lead to
misinterpretations when applied to technical texts, especially due to neutral or domain-specific language.

Text Summarization: Enhancing Efficiency for Time-Critical Decisions

Text summarization supports decision-makers under time constraints by condensing lengthy reports.
However, the risk of semantic loss and contextual inaccuracies requires support from more sophisticated
and domain-adapted models. Alignment with aviation-specific vocabulary is crucial.

Deep Learning Models: High Performance with Computational Demands

Deep learning-based classification approaches, such as LSTM variants, perform well in capturing
complex linguistic patterns. However, they demand large datasets and computational resources.
Additionally, the lack of explainability can limit their use in safety-critical environments.

XAI and Active Learning: Interpretability and Expert Interaction

Explainable Al techniques provide insight into the reasoning behind model outputs, increasing
acceptability in high-stakes environments. Active learning reduces labeling costs by leveraging
unlabeled data. However, these systems require human supervision, and the quality of the outputs varies
depending on the model.

In conclusion, each NLP technique has specific advantages and limitations depending on the data types
and operational context in aviation. Thus, technique selection for decision support systems should be
context-sensitive. In the future, hybrid approaches that integrate multiple techniques may offer more
holistic and reliable analysis capabilities.
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DISCUSSION AND CONCLUSION

This study has explored the integration of Natural Language Processing (NLP) techniques into Decision
Support Systems (DSS) in the context of flight operations and aviation safety. Through a comparative
analysis of diverse NLP techniques—ranging from text classification and named entity recognition to
topic modeling and deep learning models—it has become evident that each method has unique strengths
and constraints depending on the nature of the data and operational needs.

The findings highlight that text classification and named entity recognition (NER) are particularly
effective in transforming unstructured safety reports into actionable intelligence. Topic modeling and
text summarization techniques further support strategic decision-making by revealing latent patterns and
condensing complex data. However, successfully implementing these methods depends on access to
domain-specific datasets, high-quality labeling, and computational resources. In light of these insights,
the following recommendations are proposed:

1. Context-Specific Technique Selection: Aviation organizations should match NLP techniques to
their operational needs—for instance, using NER for maintenance logs and text classification for
incident reporting systems.

2. Hybrid Model Development: Combining rule-based and machine learning approaches (e.g.,
Hybrid NER or XAl-supported classification) can balance accuracy and interpretability in safety-
critical applications.

3. Investment in Domain-Specific Data: Building or accessing annotated aviation corpora will
enhance the effectiveness of NLP models tailored to aviation terminology and context.

4. XAl Integration for Transparency: Explainable Al (XAI) components should be embedded in
DSS to ensure human operators understand and trust model outputs, especially in safety-sensitive
contexts.

5. Scalable System Design: DSS architectures should be flexible enough to incorporate evolving
NLP tools without compromising data integrity, speed, or reliability.

Ultimately, this study affirms the transformative potential of NLP-based DSS in advancing proactive
risk management, enhancing operational safety, and enabling data-driven decision-making in aviation.
Future research may focus on real-time NLP integration with flight data monitoring systems and
validating hybrid models in live operational settings.
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Abstract

Developing proficient flight planning skills constitutes a cornerstone of comprehensive pilot training.
Modern flight schools are increasingly leveraging specialized software to impart critical competencies.
However, selecting tools that align with teaching objectives poses a distinct challenge. This research
presents a comparative analysis of contemporary flight planning software, focusing on assessing its
suitability and effectiveness within the context of flight school training curricula. The study introduces
a set of criteria deemed essential for an educational environment and utilizes this set to assess a selection
of software applications. These include the following: academic value in demonstrating fundamental
planning principles, ease of use for novice pilots, accuracy of aircraft performance calculations,
integration of data (weather, NOTAMSs) for instructional integrity, relevance to typical training aircraft
fleets, and licensing models suitable for educational institutions. The analysis focuses on how these
software tools facilitate the learning and practical application of flight planning processes by ab-initio
pilots. The research examined these parameters to identify the software features and functionalities that
support student learning outcomes. This study aims to furnish flight schools with evidence-based
guidance to facilitate the selection and integration of sofiware that has been demonstrated to
significantly enhance the quality and efficacy of pilot education in flight planning.

Key words: Flight Planning Software, Pilot Training, Aviation Education, Flight Schools, Pilot Training
Organizations.

INTRODUCTION

The development of proficient flight planning skills constitutes a cornerstone of comprehensive pilot
training, equipping student pilots with the foundational abilities to ensure safe and efficient flight
operations (Federal Aviation Administration, 2016; International Civil Aviation Organization, 2012).
Historically, this intricate process was taught through manual calculations and paper-based charting,
methods that, while fundamental, are increasingly supplemented and, in some cases, replaced by digital
solutions. Modern flight schools are progressively leveraging specialized software to impart these
critical competencies, recognizing the potential of technology to enhance the learning experience and
operational efficiency (Salas et al., 2012). However, the proliferation of such tools presents a distinct
challenge: selecting software that reflects contemporary aviation practice and aligns seamlessly with
established teaching objectives and the learning trajectory of ab-initio pilots.
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The complexity of choosing the right software stems from the diverse educational and technical
demands placed upon it. Flight planning is a core skill in pilot education, and the digital tools adopted
must provide robust support for its instruction. This study addresses the critical need for a systematic
evaluation of contemporary flight planning software, focusing specifically on its suitability and
effectiveness within flight school training curricula. The primary aim is to compare available software
applications by examining their educational value in demonstrating fundamental planning principles,
alongside their technical features, such as the accuracy of aircraft performance calculations and the
integration of essential real-time data, including weather and Notices to Airmen (NOTAMs). This
research is particularly concerned with aligning these tools with the needs of ab-initio pilots, who require
intuitive interfaces and clear pedagogical pathways. By emphasizing the software's practical benefits,
this study aims to reassure flight schools and administrators of the value of their investment and instill
confidence in their decision-making process.

Integrating educational technology, such as flight planning software, offers significant potential for
enabling experiential learning environments. Such environments are crucial in aviation training, where
the practical application of theoretical knowledge is paramount. Simulations and interactive digital tools
have been demonstrated to foster deeper learning and enhance the retention of complex procedures
(Kolb, 2015; Mayer, 2017). From a pedagogical standpoint, Cognitive Load Theory (CLT) suggests that
instructional tools must be designed to avoid overwhelming learners with excessive or poorly presented
information, allowing them to focus on mastering core concepts (Sweller, 1988). Furthermore,
constructivist learning paradigms advocate for scenario-based planning, which allows students to
actively construct their understanding by engaging with realistic problems, a feature that well-designed
software can facilitate (Piaget, 1970; Vygotsky, 1978).

The significance of this study lies in its potential to furnish flight schools with evidence-based
guidance, supporting informed software adoption and integration strategies. By identifying software
features and functionalities that demonstrably enhance student learning outcomes in flight planning, this
research aims to contribute to the overall quality and efficacy of pilot education. The scope of this
investigation is centered on tools applicable to the initial phases of pilot training, specifically for aircraft
fleets typically utilized by flight schools. A recognized limitation of this research is its evaluation of
software tools anticipated to be available and relevant in the 2025 timeframe, acknowledging the
dynamic nature of software development. This study seeks to provide a timely and pertinent analysis to
aid educational institutions in navigating the evolving landscape of flight planning technology. However,
it is important to note that the findings and recommendations of this study may not fully apply to future
software developments beyond the 2025 timeframe.

Literature Review

The integration of digital tools and software into pilot training has become increasingly prevalent,
especially for tasks such as flight planning. Modern flight schools now leverage a range of technologies
to enhance educational outcomes and operational proficiency. This review synthesizes recent studies on
flight planning software and related digital solutions in aviation education, highlighting their
pedagogical effectiveness, technological capabilities, and, most importantly, the crucial role of evidence-
based software selection in aligning with training goals.

Inan and Gunes (2024) explored the promising use of virtual reality (VR) technology in pilotage
training and compared it with real flight performance. Their findings demonstrate that VR environments
can effectively mimic real flight scenarios, suggesting that immersive technologies hold great potential
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as valuable complements to traditional flight planning exercises by strengthening spatial and procedural
understanding.

Guevarra et al. (2022) introduced an Al-driven flight instructor system designed to teach student pilots
through behavioral cloning. This system analyzes student errors and offers corrective feedback,
underlining the potential for intelligent software to support flight planning education through adaptive
learning mechanisms.

Volz and Dorneich (2020) delved into the delicate balance between automated flight planning tools
and the preservation of pilots’ manual planning and cognitive skills. Their research underscores the
importance of maintaining a balance, reassuring flight training organizations about the crucial
consideration of preserving foundational skill development when selecting educational software.

Zhu et al. (2024) conducted a comparative study on Chinese pilot training practices both domestically
and abroad. Their analysis, which included software use in curriculum design, found that exposure to
diverse digital platforms enriched trainees' adaptability and competence in real-world operations.

Wei, Fang, and Liu (2022) developed a six-degree-of-freedom training simulator aimed at increasing
realism in pilot training. While not focused exclusively on planning, the simulator’s integration of flight
data and scenario-based tasks reflects broader trends toward incorporating real-time data, an essential
criterion for evaluating flight planning software.

Kelemen, Polishchuk, Kelemen, and Sabo(2023) proposed a hybrid assessment model using fuzzy
logic and expert systems to evaluate student pilots’ outcomes. This model emphasizes objectivity and
alignment with didactic systems, supporting the notion that flight planning tools should align with clear
educational performance metrics.

Lastly, Prayitno et al. (2023) developed a web-based flight simulator management system to support
instructional oversight. Their system’s user-friendliness and data integration capabilities reflect
characteristics that flight planning software should possess to be suitable for educational settings.

Collectively, these studies underscore the multifaceted nature of evaluating flight planning tools for pilot
education. Key themes include usability, accuracy, instructional relevance, and the capacity to reinforce
essential skills without over-reliance on automation. As flight schools increasingly rely on technology
to deliver their curriculum, the evidence-based selection of planning software remains critical to
ensuring pedagogical integrity and student competency.

MATERIAL and METHODS

This study employed a comparative descriptive analysis design to systematically evaluate and compare
contemporary flight planning software applications based on their suitability for ab-initio pilot training
curricula. The aim was to assess how effectively these tools support student pilots' learning and practical
application of flight planning processes. The thoroughness of the evaluation process, which included
hands-on testing by evaluators familiar with flight planning principles and ab-initio training
requirements, ensures the reliability and trustworthiness of the research's conclusions, providing flight
schools with a secure foundation for their decision-making.

A purposive sampling strategy was utilized to select five prominent flight planning software
applications for evaluation: ForeFlight, SkyDemon, RocketRoute, Garmin FItPlan, and Jeppesen
FliteDeck. These applications were chosen based on their widespread availability, established presence
within the general aviation community, and comprehensive feature sets relevant to flight school
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operations as of 2025. The selection aimed to represent a range of popular tools currently utilized or
considered for integration into pilot training programs.

Data collection involved hands-on testing of each selected software application by evaluators familiar
with flight planning principles and ab-initio training requirements. A standardized flight planning
scenario was developed to ensure consistency and comparability across the evaluations. This scenario
simulated a typical Visual Flight Rules (VFR) cross-country training flight, a common exercise for
student pilots. The parameters for this scenario, including aircraft performance characteristics, were
based on a ubiquitous training aircraft, the Cessna 172, to reflect its everyday use in flight school fleets.

An evaluation rubric was meticulously developed to guide the hands-on testing and ensure a structured,
consistent assessment of each software application against predefined criteria. These criteria were
deemed essential for an effective educational environment and included:

1- Academic Value: This criterion evaluated the software's instructional clarity, its effectiveness in
demonstrating fundamental flight planning principles such as route selection, fuel calculation, and
weight and balance, as well as its capacity to support the pedagogical objectives inherent in ab-initio
training.

2- Ease of Use: Emphasizing the intuitiveness of the user interface, the systematic progression of
planning processes integrated into the software, and the comprehensive learning curve for novice pilots
with minimal prior exposure to digital flight planning tools.

3- Accuracy: This involved evaluating the accuracy of the software’s aircraft performance
calculations (e.g., time en route, fuel consumption, takeoff and landing distances) against established
aircraft data and manual computation methods.

4- Integrated Data: This criterion rigorously evaluated the coherence, timeliness, and presentation
quality of integrated aeronautical data, with a particular emphasis on real-time meteorological
information such as METARs, TAFs, and graphical weather representations, alongside Notices to
Airmen (NOTAMs). These elements are deemed essential for maintaining instructional integrity and
fostering realistic scenario-based learning environments.

5- Relevance to Trainer Aircraft: This study evaluated the comprehensiveness of the software’s
aircraft database, with a particular emphasis on its capability to support standard training aircraft fleets
beyond the Cessna 172, as well as the ease with which users can customize aircraft profiles.

6- Educational Licensing Model: This assesses the availability, suitability, and affordability of
licensing options for educational institutions, including student licenses, bulk subscriptions, and specific
academic programs provided by software vendors.

The qualitative and quantitative data collected through the rubric-based, scenario-driven assessments
were subsequently analyzed through a comparative descriptive approach. This analysis concentrated on
discerning the strengths and weaknesses of each software application in accordance with the
predetermined evaluation criteria. The primary aim was to underscore particular features and
functionalities that substantially bolster or may impede student learning outcomes in flight planning,
thereby offering flight schools evidence-based insights to inform their software selection process.

RESULTS

An evaluative comparison of five flight planning software platforms, ForeFlight, SkyDemon,
RocketRoute, Garmin FItPlan, and Jeppesen FliteDeck, was conducted based on scholarly value, ease
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of use, accuracy, data integration, aircraft relevance, and the availability of educational licensing (see
Table 1).

ForeFlight and SkyDemon emerged as the most suitable platforms for educational contexts.
ForeFlight demonstrated high educational value, accuracy, and strong relevance to aircraft operations.
It was the only software rated "Excellent" for data integration and also offers educational licensing,
making it highly viable for institutional use. SkyDemon, while slightly less comprehensive in integration
capabilities, excelled in ease of use, marked as "Very High" and maintained high ratings across other
categories, particularly beneficial for new learners due to its user-friendly interface and accessible
learning curve.

RocketRoute presented moderate performance in nearly all categories, representing a mid-tier
solution. While it does not outperform in any specific domain, it offers a balanced profile with moderate
educational value, usability, and integration.

Garmin FItPlan received the lowest scores in academic value and data integration. Although it has
high relevance for aircraft and educational licensing availability, its limitations in accuracy, particularly
regarding real-time NOTAM and weather information, make it a less effective tool in educational
environments.

Jeppesen FliteDeck demonstrated a high degree of accuracy and effective data integration,
effectively aligning with the requirements of Instrument Flight Rules (IFR) training. Nevertheless, it
encountered challenges related to ease of use and restrictions in educational licensing. While its
advanced features are ideally suited for proficient users, the substantial learning curve and barriers to
accessibility reduce its applicability within educational settings.

Overall, the findings underscore ForeFlight as the most robust and pedagogically valuable tool, followed
closely by SkyDemon. The analysis reveals a clear correlation between ease of use, data integration, and
educational suitability, highlighting the need for transparent and accessible institutional licensing across
all platforms evaluated.

Table 1. Comparative Evaluation of Flight Planning Software for Pilot Training Contexts

Software Academic  Ease of ACCUFAC Data Aircraft  Educational

Value Use y Integration Relevance Licensing
Very Excellent High

ForeFlight High High High Available
High V High High .

SkyDemon 'g fary '9 Good 'g Available

High

RocketRoute Moderate  Moderate Moderate ~ Moderate Moderate Limited

Garmin FltPlan Low Moderate  Moderate Low High Available

Jeppesen FliteDeck  Moderate Low High High Moderate Limited
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DISCUSSION and CONCLUSION

The findings of this study suggest that ForeFlight and SkyDemon are the most pedagogically aligned
flight planning tools for ab-initio aviation training programs. Their high scholarly value, ease of use,
and strong data integration capabilities position them as effective platforms for enhancing learning
outcomes (see Table 1). In particular, ForeFlight’s exceptional data integration and real-time accuracy
features make it especially suitable for structured aviation education. At the same time, SkyDemon’s
intuitive design lowers the entry barrier for novice learners, contributing to a steeper early learning
curve.

A key insight from the evaluation is that effective educational software must strike a balance between
technical precision and usability. While platforms such as Jeppesen FliteDeck offer advanced IFR
features and high data fidelity, their limited ease of use and restricted educational licensing significantly
hinder their effectiveness in entry-level training. Similarly, tools like Garmin FltPlan, though highly
relevant to aircraft operations, fall short in academic utility due to limited integration and lower data
reliability.

The discourse additionally underscores the paramount significance of curriculum integration. Even
the most proficient software will exhibit suboptimal performance if it is not incorporated within a well-
structured syllabus. Early and consistent engagement with digital planning tools enhances competency-
oriented learning and cultivates operational familiarity among students. Consequently, the pedagogical
advantage lies not solely in the selection of appropriate software but also in its practical implementation
within instructional frameworks.

Recommendations

To maximize student outcomes and align with training objectives, the following recommendations are
proposed:

1- Adopt ForeFlight or SkyDemon as the primary software platforms for ab-initio flight training,
based on their educational effectiveness and licensing availability.

2- Partner with vendors to negotiate tailored educational licensing agreements supporting
institutional access and long-term scalability.

3- Integrate software training directly into the curriculum, ensuring students gain practical
exposure from the outset of their aviation education.

4- Implement regular evaluations of digital tools as technology and regulatory standards evolve,
maintaining alignment with both industry needs and educational goals.

In conclusion, flight planning software should not be viewed as ancillary, but as an integral part of
modern pilot education. When properly selected and embedded, tools like ForeFlight and SkyDemon
can meaningfully enhance both technical understanding and operational readiness of future aviators.
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Abstract

The use of both continuous and categorical observed variables in a measurement model as mixed data
types is becoming increasingly important, especially in medical, social and behavioral sciences.
Simulation studies generally address whether the observed variables are categorical or continuous
variables. Bayesian simulation studies for both continuous and categorical observed variables have
made significant contributions to this field. However, the performance of estimation techniques used in
classical statistics is unknown. In the current study, it is aimed to investigate the performance of the
Robust Maximum Likelihood-MLR estimation technique, which has robust corrections. The entire
structure of the measurement model and the sample size were determined by considering the literature
findings. The model has three latent variables, and the factor loadings are between 0.8 and 0.6, and the
correlation coefficient of the latent variables is pre-assigned as 0.3. Four observed variables are
determined for each latent variable, and it is ensured that the categorical and continuous variables are
included in a latent variable together. The sample size is determined as 200, 500 and 1000 units. Data
generation process was carried out by means of Mplus 8.3 program. Bias, mean absolute bias (MAB)
and relative bias (RB) were used in determining MLR performance. According to the findings, in the
sample size of 200 units, there were RB values exceeding 5-6% in some factor loadings, while in 500
units, bias values decreased and RB values fell below 3%. In the sample size of 1000 units, it was
observed that all bias values approached zero. In the correlation between factors, a bias of 6.7-6.9%
was observed in 200 units, while this value decreased to around 3% in 500 units. In the sample size of
1000 units, all biases also approached zero in correlation. According to these findings, it can be
interpreted that a medium level and above sample size of 500 units is required for the use of MLR in a
measurement model with a mixed variable structure.

Key words: Measurement Models, Mixed Data Types, MLR, Monte Carlo Simulation.
INTRODUCTION

In Structural Equation Model (SEM) studies, more than one model is put forward by practitioners and
then data is collected to estimate and compare these models. Thus, the one that provides the best
consistency with the theory is selected from the available findings. Practitioners generally do not only
look for a good fit between the model and the data, but also are interested in the estimation of the
parameters that the model has. The reason for this situation is that parameter estimates are directly
related to the content of the theory of interest. Whether the consistency in the theory is achieved with
the estimation results is very important for the research (Lali, 2018).

SEM has become the most frequently used technique with the long-term use of practitioner research
in terms of evaluating the consistencies in the theory and developing important hypotheses. Despite the
years, the default Most Likely -ML method is still used in frequently used package programs (e.g.,
AMOS). By ensuring multivariate normality in the light of continuous data, ML gives the expected
information matrix and the standard errors of the parameter estimates and the model's fit values with the
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likelihood ratio test (Bollen, 1989). This situation was first studied by Sattora and Bentler in 1994, and
many studies were carried out in the following period (Bentler & Yuan, 1999; Yuan & Bentler, 1997,
2000). Now, some SEM packages (e.g., Mplus; Muthén & Muthén, 2016) calculate standard errors using
the observed information matrix instead of the expected information matrix.

The data of many researchers generally consist of categorical data, provided that it is not the majority.
In general, the data is of 5-7 Likert type. In this case, although the use of estimation techniques used in
the case of continuous variables (e.g., ML) is not recommended, they are still used (Rhemtulla et al.,
2012). Estimation techniques recommended for the use of continuous variables perform as well as
estimation techniques recommended for the presence of categorical variables (e.g., Diagonally Weighted
Least Squares- DWLS) when the number of categories decreases (Savalei, 2021).

Many researchers are not only unaware of current developments but also obtain their findings with
inappropriate techniques regardless of the type of data and model structure at hand. This situation causes
the doors that will contribute to the existing hypotheses in theory to be closed. For example, in many
branches of science that frequently use the concept of latent variables, the measurement model does not
have to be either categorical or continuous. For example, in measuring the concept of job embeddedness
(Hom et al., 2009; Mitchell et al., 2001), both continuous and categorical observed variables should be
used. While the number of years an individual has worked can be given as a continuous variable, the
frequency of customer contact can be given as a categorical variable in a five-point Likert type. A similar
situation can be seen in the treatment of substance addiction in psychology. In measuring alcohol
addiction, the age of first use, the amount of alcohol consumed in a week can be given as continuous
variables; and the frequency of weekly alcohol consumption can be given as categorical variables.
Again, a similar situation can be seen in the measurement of political economic risk structure (Quinn,
2004). While gross domestic product is treated as a continuous variable, judicial independence and
poverty can be given as ordinal categorical variables. Many applications in medical and social sciences
use both categorical and continuous variables together in measurement models (Diemer & Li, 2012; Lee
& Xu, 2003; Li, 2021; Song et al., 2007; Zhou et al., 2014).

In addition to the importance of using mixed variables in measurement models, there is not much
simulation or application on which estimation technique is a better technique. Because most of the
studies are either for categorical variables or for continuous variables (Maydeu-Olivares, 2017; Li,
2016a, 2016b). There are simulation studies using the Bayesian approach on this subject (Lee & Zhu,
2000; Fahrmeir & Raach, 2007; Quinn, 2004; Samani & Ganjali, 2011; Song & Lee, 2001). However,
this issue has not yet been clarified as a result of intensive studies in classical statistics (Li, 2021).

The current study aims to measure the performance of the MLR technique, which is a robust version
of the ML technique that practitioners often use, in the case of mixed observed variables in measurement
models. The reasons why techniques used for ordinal variables are not selected instead of MLR are as
follows. The first is to introduce practitioners to the robust version of a technique they are mostly
familiar with. In fact, while MLR is applied for continuous variables and cases where there is no
normality, there are simulation studies that state that it gives good results when there is a deviation from
normality and is resistant to this situation. The last is that it is seen as a good alternative to DWLS, which
uses polycritical correlation when the number of response categories of the observed variable is more
than 5 to 7 (Li, 2021; Rhemtulla et al., 2012; Yang-Wallentin et al., 2010).

MATERIAL AND METHODS
Material
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The measurement model in the study has three latent variables and for this structure, the number of
categorical and continuous variables, sample size, and factor loadings were used in all selection
processes from Li (2021). Li (2021) explained all selection processes by supporting them with literature
findings in his study. There is a similar use in this study and the selection processes are as follows (Li,
2021):

Number of Categorical Variables: When we look at the studies that have been conducted, it is seen
that categorical observed variables have five or more answers. In this case, there is a suitable ground to
use MLR.

Selection in the Number of Continuous and Categorical Variables: Here, when a medium-sized scale
development phase is considered, a total of 4 observed variables belonging to three latent variables are
given in the CFA model. However, the ratio of continuous variables to categorical variables is
determined as follows. In the first latent variable, there are three continuous variables and one categorical
variable. In the second, this ratio is two. In the third latent variable, there are three categorical variables
and one continuous variable.

Determining Factor Loadings and Correlations: In simulation studies (e.g., Forero and Maydeu-
Olivares, 2009), a homogeneous selection process is usually used in factor loadings, but it is very
difficult to meet this situation with real data. At this point, factor loadings for both continuous and
categorical observed variables were selected between 0.8 and 0.6. Correlations between factors were
determined as 0.3.

Sample Size: As in many other simulation studies, the small sample size in the current study was
considered as 200 units, while the medium size was determined as 500 units and the large sample size
as 1000.

The path diagram of the study model is given in Figure 1.

03

Figure 1. Path diagram of the model
Methods
The Collection of the Data

Data generation process was produced with the help of Mplus 8.3 for 200, 500 and 1000 samples with
Monte Carlo method and 1000 replications. Data is symmetric and there is no missing data. In line with
the purpose of the study, 6 of the 12 observed variables were considered continuous and 6 were
considered categorical and production was provided.

Statistical Analysis
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In measuring MLR performance, the factor loadings and the closeness of the correlation values between
the factors to the previously assigned values were of interest. In measuring this closeness, bias, mean
absolute bias (MAB) and relative bias (RB) values were examined.

RESULTS

With Monte Carlo simulation of sample sizes of small (N = 200), medium (N = 500) and large (N=
1000) using Mplus 8.3, a power of 0.80 was obtained during the data generation phase and the
subsequent analysis phase, including factor loadings and correlations. The model fit values were as
follows.

Table 1. Model fit values according to sample sizes

Sample | Estimator | y%/df (sd) CFI (sd) TLI (sd) SRMR (sd) RMSEA (sd)
200 MLR 53.723/51 (10.860) | 0.990 (0.014) | 0.994 (0.026) | 0.043 (0.005) | 0.017 (0.017)
500 MLR 52.413/51 (10.219) | 0.997 (0.005) | 0.999 (0.010) | 0.027 (0.003) | 0.009 (0.010)
1000 MLR 52.246/51 (10.022) | 0.998 (0.002) | 0.999 (0.005) | 0.019 (0.002) | 0.006 (0.007)

The fit values of the model in each sample size appear to be quite good (Schermelleh-Engel et al.,
2003). With this result, factor loadings and correlation findings between factors were passed. The
findings are given in Tables 2 and 3. For the evaluation of the information in these tables where biases
are discussed, based on previous simulation studies (Bandalos, 2002; Curran et al., 1996; Flora &
Curran, 2004; Kaplan, 1989; Yang-Wallentin et al., 2010), it was considered that a relative bias of less
than 5% is insignificant, a bias between 5-10% indicates a moderate level of bias, and a bias greater than
10% indicates a significant bias.

Table 3. Factor loadings bias mab and rb

Indicator Sample Size Bias RB MAB
X1 200 -0.05 -0.06250 0.05
X1 500 -0.02 -0.02500 0.02
X1 1000 0.00 0.00000 0.00
X2 200 -0.02 -0.02857 0.02
X2 500 -0.01 -0.01429 0.01
X2 1000 0.00 0.00000 0.00
X3 200 -0.02 -0.03333 0.02
X3 500 -0.01 -0.01667 0.01
X3 1000 0.00 0.00000 0.00
Yl 200 -0.01 -0.01786 0.01
Yl 500 0.00 0.00000 0.00
Yl 1000 0.00 0.00000 0.00
X4 200 -0.04 -0.05000 0.04
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Table 3. Continued

Indicator Sample Size Bias RB MAB
X4 500 -0.02 -0.02500 0.02
X4 1000 -0.01 0.00000 0.01
X5 200 -0.03 -0.04286 0.03
X5 500 -0.01 -0.01429 0.01
X5 1000 0.00 0.00000 0.00
Y2 200 -0.02 -0.03077 0.02
Y2 500 -0.01 -0.01538 0.01
Y2 1000 0.00 0.00000 0.00
Y3 200 -0.03 -0.05263 0.03
Y3 500 -0.01 -0.01754 0.01
Y3 1000 0.00 0.00000 0.00
X6 200 -0.04 -0.05797 0.04
X6 500 -0.02 -0.02899 0.02
X6 1000 0.00 0.00000 0.00
Y4 200 -0.03 -0.04615 0.03
Y4 500 -0.02 -0.03077 0.02
Y4 1000 0.00 0.00000 0.00
Y5 200 -0.02 -0.03509 0.02
Y5 500 -0.01 -0.01754 0.01
Y5 1000 0.00 0.00000 0.00
Y6 200 -0.02 -0.04082 0.02
Y6 500 -0.01 -0.02041 0.01
Y6 1000 0.00 0.00000 0.00

The biases for factor loadings decreased as the sample size increased and approached zero. This
showed that a biased estimation was made in small sample sizes, while in large sizes (N=1000) the bias
almost approached zero. In particular, it is seen that the relative bias of the x1 variable in the 200-unit
sample size is 6.25%, while this bias is 0.000 in the 1000-unit volume.
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Table 4. Factor correlations bias mab and rb

Correlation Sample Size Bias RB MAB
F1 F2 200 -0.02 -0.06667 0.02
F1 F2 500 -0.01 -0.03333 0.01
F1 F2 1000 0.00 0.00000 0.00
F1 F3 200 -0.02 -0.06667 0.02
F1 F3 500 -0.01 -0.03333 0.01
F1 F3 1000 0.00 0.00000 0.00
F2 F3 200 -0.02 -0.06897 0.02
F2 F3 500 -0.01 -0.03448 0.01
F2 F3 1000 0.00 0.00000 0.00

The correlation values between the factors also resulted in a similar way to the factor loadings. In
small samples, RB had the highest value of 6.89%. Even this result is below the 10% bias. Visual outputs
for the correlations between factors and factor loadings were also obtained according to the sample sizes.
Figures 2. 3. 4. 5. are given.

Relative Bias (RB) for Factor Loadings
0.00

200 400 600 800 1000
Sample Size

Indicator - X1 =& X2 - X3 -+ X4 -+ Y1

Figure 2. Relative bias for indicator x1 x2 x3 x4 and y1
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Mean Absolute Bias (MAB) for Factor Loadings

200 400 600 800 1000
Sample Size

Indicator 4 X1 & X2 -‘® X3 -+ X4 -~ Y1

Figure 3. Mean absolute bias for indicator x1 x2 x3 x4 and y1

Relative Bias (RB) for Correlations

0.00
-0.02
m
@ .04
-0.06
200 400 600 800 1000
Sample Size

Correlation - F1_F2 -~ F1_F3 ‘B F2_F3

Figure 4. Relative bias for correlations

Mean Absolute Bias (MAB) for Correlations

0.020
0.015
.
0.010
=
0.005
0.000
200 400 600 800 1000
Sample Size

Correlation - F1_F2 -~ F1_F3 ‘B F2_F3

Figure 5. Mean absolute bias for correlations

Only the visuals of some variables are given for the factor loadings. When these visuals and the data
belonging to the tables are examined, it is seen that a sample size of more than 500 units is actually
sufficient. A similar situation is seen in the correlation between the factors. When it is desired to display
the situation against sample size with a single visual for MAB and RB, Figure 6 and Figure 7 will be
sufficient.
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Factor Loadings: Relative Bias and Mean Absolute Bias

0.02
m .
% 0.00 BiasType
i == |1AB
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= RB
@ 502
-0.04
200 500 1000
Sample Size
Figure 6. MAB and RB in factor loadings
Factor Correlations: Relative Bias and Mean Absolute Bias
0.000
ki BiasType
(1]
i 0.025 -8 \AB
(1]
= & RB
-0.050

200 500 1000
Sample Size

Figure 7. MAB and RB in factor correlations
DISCUSSION AND CONCLUSION

There is a use of mixed variables in many measurement models in social sciences. DWLS, developed
for categorical variables in the literature, has begun to become popular with its very robust corrections
in applications. At this point, MLR, which is a strong method against deviation from normality, is also
expected to perform well in mixed variables. The analysis performed in the current study addressed the
performance of MLR in measurement models where both categorical and continuously observed
variables are present only from the perspective of sample size. The study has limitations in many points
in this respect. These are many deficiencies such as not addressing standard error estimates, chi-square
fit statistics, deviation from normality and missing data. In this respect, the study only focused on the
bias values of MLR against the sample size. However, the fact that the biases in this study have small
values makes MLR attractive for SEM applications. When the bias findings obtained are examined, it is
seen that they have similar results to Li (2021), who conducted a more comprehensive study.

If the limitations of the current study are taken into account in future studies, the performance of
MLR can be observed better. In addition, the established model consists of only a measurement model.
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At this point, if the model structures frequently used by SEM practitioners are considered, more
attractive and useful research findings can be revealed.
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Abstract

The increase in global carbon dioxide (CO2) emissions represents a significant threat to climate change
and environmental sustainability. It is evident that emissions originating from the transportation sector,
in particular, contribute significantly to greenhouse gas emissions. Consequently, the development of
decision support systems that can accurately estimate the amount of CO2 emissions based on technical
and structural vehicle data is imperative. In this study, the open dataset consisting of 7,385 samples of
passenger vehicles registered in Canada was utilised to estimate the CO2 emission per kilometer by
means of three different deep learning models. The models examined are Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU) and Simple Recurrent Neural Network (RNN) architectures. Each
model was trained and tested on the same dataset, utilising both the 70-15-15 fixed data splitting method
and 5-fold cross-validation. R? Mean Square Error (MSE) and Root Mean Square Error (RMSE) metrics
were utilised in performance evaluation. The findings indicated that all models demonstrated the
capacity to make predictions with a high degree of accuracy, however, the LSTM model exhibited
superior performance with regard to overall success, generalizability, and error rates. The findings
demonstrate the efficacy of recurrent neural networks in processing structured data that is devoid of
time series, thereby underscoring their potential for generating data-driven insights that inform
sustainable transportation policies.

Key words: Deep learning, CO: emission prediction, LSTM, GRU, RNN
INTRODUCTION

Global climate change is triggering environmental and socioeconomic crises worldwide due to
increasing greenhouse gas emissions. In this context, carbon dioxide (CO:) emissions have an important
share especially in the transport sector and have become one of the focal points of climate policies (Guo,
Kou, & He, 2024; Abdulmalik & Srivastava, 2023). Motor vehicles emit significant amounts of CO: to
the atmosphere through the direct consumption of fossil fuels, which not only increases environmental
pollution but also poses serious threats to energy efficiency and sustainable transport systems (Verma et
al., 2024).

In recent years, artificial intelligence and data science-based approaches have been increasingly used
to analyse and predict environmental variables. These methods have the potential to produce successful
predictions, especially in high-dimensional and non-linear data structures (Goodfellow, Bengio, &
Courville, 2016). Deep learning techniques have stronger generalisation capability compared to
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traditional machine learning algorithms thanks to their multi-layered structure and can successfully
model complex patterns (He et al., 2024; Khalid et al., 2024).

In the literature, classical regression models or conventional machine learning algorithms are
generally preferred in studies that estimate CO: emissions using technical data of vehicles (Kumar, Sinha
& Ranjan, 2022). However, recurrent neural network (RNN)-based models stand out with their powerful
learning capabilities even for data that do not contain time dependence or sequential structure. In
particular, architectures such as Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU)
can learn long-term dependencies more efficiently by minimizing problems such as gradient fading
(Hochreiter & Schmidhuber, 1997; Cho et al., 2014).

This study aims to develop deep learning models that predict CO2 emissions per kilometer from the
technical characteristics of vehicles using an open dataset of vehicles registered in Canada. In this
context, three different recurrent architectures-RNN, LSTM and GRU-were evaluated and their
performance was compared by training each model with both fixed data splitting (70-15-15) and 5-fold
cross-validation methods. The performance of the models was analyzed through regression metrics such
as coefficient of determination (R?), Mean Square Error (MSE) and Root Mean Square Error (RMSE).
This study reveals how effective deep learning models can be in environmental data analysis such as
CO: emission estimation and presents a data-driven approach that can contribute to sustainable
transportation policies (Khalid et al., 2024; Kohavi, 1995).

MATERIAL AND METHODS

This study aims to estimate the amount of CO- emissions per kilometer using technical data of passenger
vehicles registered in Canada. The dataset used was obtained from the Canadian government's open data
sources and published on the Kaggle platform. This dataset, which includes various vehicle models
produced between 2014-2020, contains a total of 7385 observations and 12 variables.

Data Characteristics and Preprocessing

The target variable to be estimated is “CO2 Emissions (g/km)”. The independent variables include
technical variables such as engine displacement (L), number of cylinders, transmission type, vehicle
class, fuel type and urban/highway/combined fuel consumption (L/100 km). The “Fuel Consumption
Comb (mpg)” column was excluded from the analysis as it was found to contain incorrect conversions
(Patel, 2024; Wang, Zhang & Chen, 2024).

Prior to modeling, categorical variables were converted into numerical form using one-hot encoding.
All numerical attributes were normalized in the range [0,1] using the MinMaxScaler technique. The
dataset was randomly divided into 70% training, 15% validation and 15% testing subsets.

Model Architectures

The same basic architecture is used in all models. In the three-layer sequential structure, the first
recurrent layer consists of 512 units and the time dimension is preserved with the return_sequences=True
parameter. The subsequent layers contain 256 and 128 units. To prevent overfitting, a 20% dropout is
applied after each recurrent layer. Then, two dense layers with 64 and 32 neurons respectively are added
and the model is completed with a single neuron regression output. The ReLLU activation function was
used in all models and only the recurrent layer type was changed to obtain the LSTM, GRU and RNN
variants.
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Three different deep learning architectures are evaluated in the study: Simple RNN, LSTM and GRU.
The models are trained under the same data processing and architectural structure and a comparative
performance analysis is performed.

Simple Recurrent Neural Network (RNN)

The Simple Recurrent Neural Network is the basic recurrent neural network developed to model short-
term dependencies in sequential data. It produces a new output at each time step, taking into account the
previous output. Although this structure is effective in capturing short correlations, it may be insufficient
for learning long-term dependencies due to problems such as gradient disappearance (Goodfellow,
Bengio & Courville, 2016). Although the RNN architecture is characterized by its computational
simplicity, its limited memory capacity can be a performance disadvantage for more complex data
patterns.

Long Short Term Memory (LSTM)

LSTM was developed to overcome the inability of the RNN structure to model long-term relations.
LSTM cells can control the flow of information through input, forget and output gates, allowing the
network to decide which information to keep and which to forget. This mechanism increases the stability
of the learning process by preventing the loss of gradients over time (Hochreiter & Schmidhuber, 1997).
LSTM is a prominent model in terms of accuracy and generalizability, especially in high-dimensional
and complex data sets.

Gated Recurrent Unit (GRU)

GRU has a time-dependent learning mechanism similar to the LSTM architecture, but with a simplified
structure with fewer parameters. By organizing the flow of information through update and forget gates,
GRU can offer similar performance with a lower computational load compared to LSTM. It can provide
effective results with fast training and low error, especially for small and medium-sized data sets (Cho
etal., 2014).

Common Architecture and Training Details

The same network structure is adopted in all three models. There are three recurrent layers with 512,
256 and 128 units, followed by dense layers with 64 and 32 neurons and a single regression output. A
20% dropout was applied after each recurrent layer to avoid overfitting. In all layers, ReLU was used as
the activation function and Adam as the optimization algorithm. Mean Squared Error (MSE) was used
as the loss function and the training process was controlled with an early stopping strategy based on
validation loss.

Since the data structure does not include time series, the model input format was converted into a
three-dimensional tensor (number of samples, time step, number of attributes) to ensure the applicability
of sequential models.

Evaluation Method

In order to evaluate the performance of the models developed in this study, two different validation
strategies were applied: fixed data splitting method and 5-fold cross-validation.

In the first method, the dataset was randomly divided into 70% training, 15% validation and 15%
testing subsets. The training process was performed with only training and validation data, while the
overall performance of the model was evaluated on independent test data. This method was used to
measure the performance on a single test set of the model on a specific data split.
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As the second method, 5-Fold Cross-Validation was applied. In this method, the data set is divided
into five equal parts; in each layer, a different part is used as test data, while the remaining four parts are
reserved for training. In each round, the model was retrained and the test performances were calculated.
The results were averaged to determine the overall model performance. This approach provided a more
objective measure of the generalizability and stability of the model across different data splits (Kohavi,
1995).

In both evaluation strategies, four basic regression metrics were used to compare model performance:
R2, MAE, MSE, RMSE. The combination of these two methods provided more reliable results by
observing both the performance on a single test set on a specific data split and the overall generalizability
of the model.

RESULTS

In this study, three different deep learning models consisting of RNN, LSTM and GRU architectures
were developed to predict the carbon dioxide (COz) emission value per kilometer from the technical
specifications of vehicles. To ensure a fair comparison, all models shared an identical architectural
configuration, varying only in the type of recurrent unit employed. In this way, the performance of the
models is comparable under equal conditions.

The training process was performed according to two different evaluation strategies. First, the dataset
was divided into training, validation and test sets with a fixed proportion (70%-15%-15%) and the
classical splitting method was applied. Secondly, the 5-Fold Cross-Validation method was used to
evaluate model generalizability more reliably.

In both strategies, the predictive success of the models was evaluated using regression performance
metrics: R?2, MSE and RMSE. The test results based on the fixed data split are summarized in Table 1
and the cross-validation results are summarized in Table 2.

Table 1. Regression performance comparison of LSTM, GRU and RNN models on fixed test set

Model R? RMSE MSE

LSTM 0.9804 8.2203 67.5732
RNN 0.9846 7.2859 53.0841
GRU 0.9855 7.0679 49.9547

Table 2. 5-fold cross-validation results of LSTM, GRU and RNN

Model R? RMSE MSE
LSTM 0.9766 8.928 80.044
RNN 0.9725 9.68 93.94
GRU 0.9691 10.2637 105.7944

Figures 1 to 3 illustrate the comparative alignment between actual and predicted CO. emissions
across the three architectures. These figures show the distribution between the actual and predicted CO-
emission values of the LSTM, GRU and RNN models, respectively.
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Figure 3. Actual vs. Predicted CO. Emissions using the RNN Model

DISCUSSION AND CONCLUSION

In this study, RNN, LSTM and GRU based deep learning models designed to predict CO- emissions
based on the technical characteristics of vehicles are evaluated. All models were designed in the same
network structure and only the recurrent layer type was changed, thus providing an objective basis for
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model comparisons. Performance measurements were performed using both fixed data partition and 5-
fold cross-validation methods, thus observing both immediate and generalizable performance.

According to the results, the LSTM and GRU models outperformed the classical RNN structure. In
particular, the LSTM model produced more stable results with lower errors in cross-validation scenarios.
This is directly related to the ability of LSTM and GRU to capture more complex intrinsic dependencies.

Although the dataset used does not contain time series in the classical sense, the structural and
sequential relationships embedded between attributes (e.g. engine displacement, fuel type, number of
cylinders, fuel consumption, etc.) make sequential information processing advantageous. In this context,
recurrent neural network architectures are considered more suitable for learning hidden dependencies in
such data. Convolutional architectures, on the other hand, are more prone to learning spatial patterns,
resulting in limited impact on such tabular and non-sequential data structures. Therefore, structures such
as LSTM and GRU are better suited for modeling correlations between features and improving
prediction accuracy.

Moreover, the high success rates obtained with fixed data partitioning are slightly reduced compared
to cross-validation, suggesting that reliance on individual data partitions may be misleading and that
model performance should be consistently tested on different subsets of data.

As aresult of this study, it was observed that LSTM and GRU architectures can provide high accuracy
not only in time series data but also in non-sequential data with structural relationships. In this context,
recurrent neural networks can be considered as powerful tools in different application areas such as
environmental impact analysis, sustainable transportation modeling and emission estimation in the
automotive industry. Future improvements may include the integration of broader datasets and
interpretability techniques.
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Abstract

This study investigates whether manual dimensionality reduction techniques (in particular
VarianceThreshold (VT)) applied to features automatically extracted by unsupervised methods such as
Autoencoder and UMAP can improve classification performance. The experiments are performed on
two structurally different datasets: the low-dimensional and regularised Dry Bean dataset and the high-
dimensional and artificially generated Madelon dataset. Five modelling scenarios were evaluated for
each dataset: classification with raw data, dimensionality reduction with Autoencoder and UMAP, and
versions with VT applied to these representations. The results show that in the Dry Bean dataset,
automatic feature extraction preserves the classification performance, and the application of VT does
not contribute significantly. In contrast, in the Madelon dataset, automatic feature extraction
significantly reduced accuracy and subsequent VT filtering could not compensate for this loss. These
findings suggest that interventions such as VT are not universally beneficial and are highly dependent
on the structure of the dataset and the quality of the learnt representations. The study highlights that
post-inference filtering should be applied in a way that is sensitive to the data context and not rote
learning.

Keywords: Automated Feature Extraction, Dimensionality Reduction, Variance Threshold, Autoencoder,
Classification Performance

INTRODUCTION

With the proliferation of deep learning-based models, automated feature extraction approaches have
become an essential component of machine learning applications. These approaches generate model
inputs by deriving abstractions from data without manualisation, thus automating the traditional feature
engineering process. However, in many cases where these automatically extracted features have high
dimensionality and information redundancy, they can adversely affect classification performance.

Therefore, in recent studies, it has been stated that applying techniques such as dimensionality
reduction or feature selection after automatic feature extraction can increase the classification
performance and make the model more interpretable. For example, Gil-Rios et al. (2024) showed that
89% success was achieved with only 4 features by filtering 473 image-based automatically extracted
features with evolutionary algorithms, which revealed that high-dimensional automatic representations
can be optimized with aggressive reduction. Moslemi & Jamshidi (2025) reported that the feature
selection they applied by preserving manifold structures in Autoencoder-based automatic feature
extraction significantly improved both the classification accuracy and the NMI score. Wang et al. (2023)
stated that they achieved significant dimensionality reductions without loss of accuracy by combining
transformation and selection in multidimensional automatic features with SUP/GOSUP approaches. The
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GB-AFS method presented by Levin & Singer (2023) was able to achieve full accuracy with only a 7—
30% feature subset without any parametric adjustments and provided resource savings. Biglari et al.
(2020) reported that 92% accuracy was achieved with a dimensionality reduction of up to 99% with
progressive feature selection in the small sample-high dimensionality scenario. Wang et al. (2022) stated
that selecting only meaningful features in deep learning-based recommendation systems increases
performance. Meepaganithage & Nicolescu (2025) showed that feature selection with decision trees in
RNN, GRU and LSTM-based systems provides maximum performance in the 70% subset. Padilha et
al. (2021) pointed out that multidimensional automatic feature filtering with Boruta algorithm provides
a significant contribution to model performance.

On the other hand, there are also studies that argue that intervention after automatic feature extraction
is unnecessary. Biharie (2020) stated that feature selection becomes meaningless in deep learning
models, especially in architectures such as RNN, and only provides limited contribution in feedforward
structures. Bosch (2021) reported that automatic feature filtering can reduce the explanatory ability of
the model in the absence of user intervention and is ineffective.

Considering all these studies, the question of the extent to which dimensionality reduction or feature
selection applications after automatic feature extraction are meaningful is still controversial, depending
on the size of the dataset, the feature distribution structure, and the nature of the automatic extraction
method. This study experimentally evaluates the effect of manual filtering intervention with
VarianceThreshold (VT) after automatic feature extraction with Autoencoder and UMAP on two
different datasets and questions the contribution of this intervention to the classification performance.

MATERIAL AND METHODS
Datasets

In this study, two different datasets were used to evaluate the effectiveness of manual filtering
interventions after automatic feature extraction. The datasets were obtained from the UCI Machine
Learning Repository, which is widely used and accepted for comparative analyses in the literature:

e Dry Bean Dataset: It is a medium-sized and balanced dataset consisting of 16 numerical
features and 7 classes. It allows multi-class classification based on the physical properties of
agricultural products.

e Madelon Dataset: It is a high-dimensional and artificially generated dataset consisting of 500
numerical features and 2 classes. Due to its complex structure, it is frequently used to test the
performance effects of methods such as dimensionality reduction and feature selection.

These two datasets were specifically selected to observe how the intervention after automatic feature
extraction produces results on different data types.

Preprocessing and Representation Transformations
Five basic scenarios were considered for each dataset:

1. Direct classification with raw data (reference model)

2. Automatic dimensionality reduction with Autoencoder (AE)
3. Manual filtering with VarianceThreshold (VT) after AE
4. Dimensionality reduction with UMAP
5. Manual filtering with VT after UMAP
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Since there were no missing values in the data preprocessing stage, direct normalization was applied.
All features were subjected to z-score scaling with StandardScaler (). Class labels coded as *1 in
the Madelon dataset were relabeled as 0 and 1.

The remaining feature numbers after the dimensionality reduction steps are summarized in the table
below:

Table 3. Feature dimensionality before and after reduction for each dataset and method.
Dataset Rae AE AE+VT UMAP UMAP+VT

Dry Bean 16 8 8 8 8

Madelon 500 32 31 32 32

Autoencoder architecture was created with Keras library and coding was performed with layers such as
input dimension — 256 — 128 — 32. Decoder has a symmetric structure. Transformation was
performed for UMAP using umap-learn library with n components=8 (Dry Bean) and
n components=32 (Madelon) parameters. VT process was applied with
sklearn.feature selection.VarianceThreshold function using threshold=0.01
threshold value. This threshold is aimed at eliminating features with almost zero variance.

Classification and Evaluation Method

The XGBoost model was preferred for classification in all scenarios. This model was especially
preferred due to its low training time and high success in small-medium sized data sets. It can also
provide performance on low-dimensional representations resulting from VT without being prone to
over-learning.

XGBoost classifiers were created with use label encoder=False and eval metric="logloss'
parameters, and for each scenario, the data was divided into 80% training - 20% test, preserving the
class balance (stratify=y).

The model performance was evaluated with the following two basic metrics:

e Accuracy: The overall accuracy rate reflects the overall success of the model on all classes.

e Fl-score: It is the harmonic average of the precision and recall values, and is particularly
sensitive to the possibility of class imbalance.

A macro average Fl-score was calculated for the Dry Bean data set, and a binary F1-score was
calculated for the Madelon.

Thanks to this methodological structure, classification performance in different dimensionality
reduction and filtering scenarios can be compared directly by following the same experimental protocol
on both datasets.

RESULTS

In this section, the classification performances of five different modeling scenarios applied on the Dry
Bean and Madelon datasets are presented and evaluated comparatively. Accuracy and F1-score are used
as performance criteria, and the effectiveness of the dimensionality reduction steps for each scenario is
also interpreted in terms of the number of features and classification success.

Dry Bean Dataset Results
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Classification performances of five scenarios applied on the Dry Bean dataset are as shown in Table 2:

Table 4. Classification performance on the Dry Bean dataset across five feature processing scenarios.
Dimensionality is preserved post-VT

Scenario Feature Count Accuracy F1-score
Raw (XGBoost) 16 0.9225 0.9225
Autoencoder 8 0.9218 0.9219
Autoencoder + VT 8 0.9148 0.9148
UMAP 8 0.9104 0.9103
UMAP + VT 8 0.9104 0.9103

These results show that automatic dimensionality reduction methods such as AE and UMAP can
preserve the classification performance with very little loss. However, VT intervention did not cause a
change in the number of features and did not affect the performance since the variance of the selected
features was sufficient in this data. This indicates that intervention on automatically extracted
representations may be unnecessary in data with medium size and regular distribution in statistical terms.

Madelon Dataset Results

The results for the Madelon dataset, which consists of high-dimensional and artificial features, are given
in Table 3:

Table 3. Classification performance on the Madelon dataset. AE and UMAP significantly reduce
performance, and VT filtering has no measurable benefit.

Scenario Feature Count Accuracy F1-score
Raw (XGBoost) 500 0.8000 0.8104
Autoencoder 32 0.5725 0.5778
Autoencoder + VT 31 0.5725 0.5778
UMAP 32 0.5300 0.5459
UMAP + VT 32 0.5300 0.5459

In this scenario, automatic feature extraction methods caused significant information loss, and
classification performance decreased dramatically. AE and UMAP outputs were insufficient, and VT
filtering could not provide any improvement on these outputs. This situation reveals that in some cases,
automatic feature extraction already produces scattered and meaningless representations, and traditional
interventions on them may be ineffective. The results of both datasets and scenarios are visualized in the
graph in Figure 1. As seen in Figure 1, the Madelon dataset shows a significant decrease in accuracy
after AE and UMAP transformations.
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Figure 4. Comparison of classification accuracy across five dimensionality reduction strategies for
both datasets.

DISCUSSION AND CONCLUSION

This study systematically evaluated the effects of manual dimensionality reduction interventions applied
after automatic feature extraction on classification performance on two different datasets. The results of
five scenarios applied to the Dry Bean and Madelon datasets show that data structure and dimensionality
play a decisive role in the effectiveness of the intervention.

In the experiments conducted on the Dry Bean dataset, automatic dimensionality reduction
techniques such as Autoencoder and UMAP yielded results very close to the original accuracy level, and
it was observed that VT filtering did not contribute to these representation forms. At first glance,
applying automatic feature extraction on such a dataset may seem unnecessary. However, the inclusion
of such datasets in the study is important in terms of experimentally demonstrating not only successful
interventions but also unnecessary interventions. Since Dry Bean has high data quality and a balanced
distribution, it has been shown that unnecessary transformations applied on such structures do not
contribute to performance, but may also create additional burden in terms of model simplicity and
computational cost. This scenario was evaluated as a reference to question whether the intervention is
really necessary.

The situation is quite different in the Madelon dataset. Automatically extracted representations
significantly reduced the classification success and the VT application could not compensate for this
loss. This result reveals that models such as Autoencoder and UMAP may not be able to obtain
sufficiently informative features in high-dimensional and artificially derived data and that in this case,
traditional filtering methods may not make a meaningful contribution. In other words, the reason for the
decrease in success may not be only the ineffectiveness of VT but also the inadequacy of the automatic
inference process itself.

In this context, it should be kept in mind that automatic feature extraction models are designed not
only for dimension reduction but also to enrich data representations. However, if the extracted
representations are not meaningful enough, the reduction processes applied on them also become
inefficient. Therefore, especially in high-dimensional and noisy data such as Madelon that do not carry
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information, filtrations performed without evaluating the quality of the extracted representations may
be ineffective.

In general, the findings obtained show that the effectiveness of the interventions made after automatic
inference depends on the characteristics of the data set, the information carrying power of the
representations and the sensitivity of the target classification model. This study experimentally
demonstrates that intervention strategies such as “post-autoencoder VI or “post-UMAP filtering”,
which are widely suggested in the literature, are not valid for every data structure. As a result, this study
suggests that a cautious and data-driven approach should be adopted against generalizing statements in
the literature regarding the benefits of intervention after automatic feature extraction. Especially in
medium-sized structures where model performance is stable, unnecessary filtering steps can have
negative consequences in terms of both processing load and model simplicity. On the other hand,
whether the decrease in success is due to the weakness of automatic extraction or the inappropriateness
of the intervention method should be evaluated separately, and further studies should reveal this
distinction methodologically.

References

Biglari, M., Mirzaei, F., & Hassanpour, H. (2020). Feature Selection for Small Sample Sets with High
Dimensional Data Using Heuristic Hybrid Approach. International Journal of Engineering, 33(2),
213-220. https://doi.org/10.5829/1JE.2020.33.02B.05

Biharie, R. (2020). Using machine learning on feature selection [Erasmus school of Economics].
https://thesis.eur.nl/pub/52042/Biharie.pdf

Bosch, N. (2021). AutoML Feature Engineering for Student Modeling Yields High Accuracy, but
Limited Interpretability.  Journal of  Educational Data  Mining, 13(2), 2021.
https://sites.google.com/view/dataminingcompetition2019/home

Gil-Rios, M. A., Cruz-Aceves, l., Hernandez-Aguirre, A., Moya-Albor, E., Brieva, J., Hernandez-
Gonzalez, M. A., & Solorio-Meza, S. E. (2024). High-Dimensional Feature Selection for Automatic
Classification of Coronary Stenosis Using an Evolutionary Algorithm. Diagnostics 2024, Vol. 14,
Page 268, 14(3), 268. https://doi.org/10.3390/DIAGNOSTICS 14030268

Levin, D., & Singer, G. (2023). Graph-Based Automatic Feature Selection for Multi-Class
Classification via Mean Simplified Silhouette. https://arxiv.org/pdf/2309.02272

Meepaganithage, A., Nicolescu, M., & Nicolescu, M. (2025). Enhanced Maritime Safety Through Deep
Learning and Feature Selection. Lecture Notes in Computer Science (Including Subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) , 15047 LNCS, 309-321.
https://doi.org/10.1007/978-3-031-77389-1 24

Moslemi, A., & Jamshidi, M. (2025). Unsupervised feature selection using sparse manifold learning:
Auto-encoder approach. Information Processing &  Management, 62(1), 103923,
https://doi.org/10.1016/J.1IPM.2024.103923

Thereza P. P., P., Lumacad, G., & Catrambone, R. (2021). Predicting Student Performance Using Feature
Selection Algorithms for Deep Learning Models. Proceedings - 2021 16th Latin American
Conference on Learning Technologies, LACLO 2021, 1-7.
https://doi.org/10.1109/LACLO54177.2021.00009

Wang, J., Wang, L., Nie, F., & Li, X. (2023). Joint Feature Selection and Extraction With Sparse
Unsupervised Projection. /[EEE Transactions on Neural Networks and Learning Systems, 34(6),
3071-3081. https://doi.org/10.1109/TNNLS.2021.3111714

122



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Wang, Y., Zhao, X., Xu, T., & Wu, X. (2022). AutoField: Automating Feature Selection in Deep
Recommender Systems. Proceedings of the ACM Web Conference 2022, 1977-1986.
https://doi.org/10.1145/3485447.3512071

123


https://doi.org/10.1145/3485447.3512071

I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Using Biometric Visualization for Multivariate Agricultural Data in Decision Support: A
Practical Approach with Milk Quality

Figen Ceritoglu'’, Nazire Mikail®

1.2 Siirt Universitesi, Ziraat Fakiiltesi, Biyometri ve Genetik Anabilimdali, Siirt, Tiirkiye

*Corresponding author e-mail: figenyildiz@siirt.edu.tr

Abstract

Quality control processes play a pivotal role in the agricultural industry. The precision and efficiency
with which these processes are executed have a direct impact on the success of production systems.
Open-source dataset from Kaggle.com featuring various milk quality attributes was utilized in this
research. The dataset encompasses both physical and sensory quality indicators including pH,
temperature, taste, odor, fat content, color, and density ratio. A combination of simple graphical tools
and advanced multivariate visualization techniques was applied for statistical analysis of data. Missing
values were identified during the data preprocessing phase and outliers were flagged, therefore data
was standardized. Several biometric visualization techniques were employed, such as Principal
Component Analysis (PCA), dendrograms with heatmaps, boxplots and radar charts. PCA was
instrumental in examining the relationships between samples and variables in a two-dimensional format.
Meanwhile, dendrograms and heatmaps helped uncover clusters of samples that shared similar quality
characteristics. Radar charts offered a comprehensive representation of the quality profiles for
individual samples. In conclusion, the study illustrates that visualization is not only a method for
presenting data but also serves as a powerful component of decision support systems. The study
evaluates the practicality, clarity, and usefulness of multivariate data analysis techniques using milk
quality parameters. The strategic use of biometric visualization tools for analyzing complex agricultural
products stands out as a strategic contribution toward the digital advancement of agriculture.

Key words: Biometric analysis, Visualization, Milk quality, PCA, Clustering, Heatmap
INTRODUCTION

In recent years, the rapid increase in data volumes and information sources, along with the fact that this
data has become more processable, has significantly elevated the importance and usage of data-driven
approaches. The formation of large data sets in the agriculture and livestock sectors and the growth of
analyzable quantitative and qualitative data have led to a greater need for such approaches in decision-
making processes. Challenges faced in agriculture, the declining number of farmers able to address these
issues, and the increase in production have made it harder to closely monitor activities. As a result, the
presence of decision support systems has become essential (Parisa et al., 2021; Gargiuolo et al., 2018).

Biometric data obtained from living organisms, which reveal differences between observations, are
widely used in decision support systems. A significant amount of biometric data is collected in various
fields such as agriculture, livestock, health, and engineering. Visualizing this data supports rapid and
effective information exchange among decision-makers and significantly enhances the efficiency of
these systems.

Accordingly, Ghazali et al. (2022) emphasized that the visualization techniques of decision support
systems play an important role in facilitating information communication between researchers and
decision-makers. Visual decision support systems help to better understand complex and multivariate
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data structures through visual techniques such as color codes, graphics, and network maps. This provides
a new perspective in agriculture and livestock. The technique combines the processing power of modern
computers with visual capabilities to better support analyses. Interactive visualizations make it easier to
understand different data structures and volumes. They synthesize the information within data structures
and make the analysis process more efficient.

In agriculture, visualization tools are highly beneficial in processes such as effectively presenting
forecasts in different areas, tracking new products, managing pests, and applying irrigation and
fertilizers. Agricultural visualization tools play a crucial role in supporting decision-making processes
in precision agriculture. Numerous studies in the literature have demonstrated the benefits of
visualization in agricultural practices, such as color coding, network mapping, and pest management
(Htun et al., 2022). According to Meng and colleagues (2025), biometric data are personal and harmless.
These biometric data can be digitally recorded and processed using computer vision techniques.
Consequently, although this study does not directly use animal structures, it aims to interpret biometric
indicators such as milk quality data in a digital environment.

MATERIAL AND METHODS
Material

In this study, a multivariate dataset related to milk quality parameters was utilized. The dataset, obtained
from Kaggle.com, consists of a total of 1,059 observations, each representing an individual milk sample
(Cpluzshrijayan, 2020). The dataset includes the following variables: pH — the pH level of the milk,
Temperature (°C) — the temperature of the sample, Taste — taste evaluation score (0 = bad, 1 = good),
Odor — odor evaluation score (0 = bad, 1 = good), Fat (%) — fat content, Turbidity — turbidity score,
Colour — color scale value, and Grade — overall quality classification (Low, Medium, High). There are
no missing observations in the dataset. Therefore, no data preprocessing was conducted to handle
missing values.

Methods
The Collection of the Data

Each row in the dataset represents a milk sample, for which physicochemical (pH, temperature, fat
content, turbidity, color) and sensory (taste, odor) properties have been measured. In addition, an overall
quality assessment has been conducted for each sample, and this evaluation has been classified as a
nominal variable (Grade: Low, Medium, High).

Statistical Analysis

In this study, various biometric data visualization techniques were applied to explore patterns in the
dataset, identify, group, and interpret quality classes. The methods used in this study include: PCA Biplot
(Principal Component Analysis), which visualizes the relationships between variables and the
distribution of samples in a reduced two-dimensional space from the original multivariate space;
Heatmap and Dendrogram, which visually represent the influence of variables on samples through color
intensity and group milk samples with similar characteristics; Radar Chart, which enables comparative
analysis of quality classes based on variables; and Boxplot, which compares the central tendency and
dispersion characteristics of distributions across classes. In total, four methods were utilized. All
analyses were conducted using R version 4.5.0, with the help of popular R packages such as ggplot2,
pheatmap, cluster, fmsb, and dplyr. Numerical variables were transformed into a standard normal
distribution (z-score standardization) before analysis, while categorical variables were converted into
factor type (R Core Team, 2024).
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RESULTS

In this study, a multivariate milk quality dataset was evaluated using biometric data visualization
techniques. By exploring the patterns within the dataset, the distinction between milk quality classes
was statistically demonstrated.

1. Principal Component Analysis (PCA)

As a result of the principal component analysis (PCA) applied to milk quality parameters, it was
determined that the first two principal components explained 45.6% of the variance. Thus, the
multidimensional dataset was summarized and visualized in two dimensions.

Figure 1 presents the PCA Biplot graph of the dataset. Upon examining the graph, it is observed that
the variables Fat, Odor, Taste, and Colour have a negative influence along Dim1, while Temperature and
pH have a positive influence along Dim2. High-quality samples showed a strong correlation with the
Fat, Odor, and Taste parameters. Medium-quality samples exhibited a moderate correlation with Colour
and pH. Low-quality samples demonstrated a positive correlation with pH and Temperature parameters.
In light of this information, it is evident that milk quality classes exhibit distinct patterns, and these
differences can be clearly identified through PCA analysis.
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Figure 1. Biplot graphic of Milk Quality Parameters

In Table 1, Principal Component Analysis (PCA) was applied to generate the biplot graph. Numerical
variables were scaled using z-score standardization and reduced to two principal components using the
prcomp() function. The resulting components were visualized with a biplot graph using the
fviz_pca_biplot() function. In the graph, both the samples (observations) and variables are represented
in a two-dimensional plane. Quality classes are distinguished by colors, and ellipses were added to better
illustrate the distribution of each class. The code was executed using R version 4.5.0 (R Core Team,
2024) with the help of the factoextra and ggplot2 packages.
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Table 1. R Code for Generating a Biplot Graphic of Milk Quality Parameters

milk <- read.csv

head(milk)
install.packages("factoextra™)
install.packages("ggplot2")
library(factoextra)
library(ggplot2)
milk <- read.csv("C:/data/milknew.csv")
milk$Grade <- as.factor(milk$Grade)
num_data <- milk[, c("pH", "Temperature", "Taste", "Odor", "Fat", "Turbidity", "Colour")]
scaled data <- scale(hnum_data)
pca_result <- prcomp(scaled_data, center = TRUE, scale. = TRUE)
group <- milk$Grade
p <- fviz_pca_biplot(pca_result,
geom.ind = "point",
col.ind = group,
palette = "Set2",
addEllipses = TRUE,
label = "var",
repel = TRUE,
title = "PCA Biplot — Milk quality grade™)
windows()
print(p) (R Core Team, 2024)

2. Heatmap

The heatmap created based on standardized Z-scores of milk quality parameters is shown in Figure 2.
Hierarchical clustering was applied to both samples and variables to reveal similarities.

The orange, green, and purple colored bands in Figure 2 indicate the classes to which the samples
belong. Orange represents the low-quality class, purple indicates the medium-quality class, and green
corresponds to the high-quality class. From the figure, it is observed that most of the low-quality group
samples are clustered at the bottom of the heatmap. These samples have high scores in terms of pH and
Temperature, but low scores in Fat, Odor, and Taste parameters. Additionally, the heterogeneous
clustering structure of this group suggests a high level of internal variation. Fat, Odor, and Taste
parameters are observed to have high values in high-quality samples. The presence of dark blue colors
in these parameters indicates that this quality group is distinctly and consistently separated. When
examining the medium-quality group samples, it is seen that they are spread over a wider area compared
to both the low- and high-quality groups. An examination of the variables related to milk quality
parameters in the heatmap shows that they have an impact on quality classification. The variables Fat,
Taste, and Odor are not only high in high-quality samples but also cluster closely together, indicating
similar variance values. Among the samples, these three variables tend to increase and decrease together.

From a modeling perspective, using these three variables together enhances predictive power. pH
and Temperature cluster in a different group and have high scores in low-quality classes.
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Figure 2. The heatmap related to milk quality parameters.

The R code presented in Table 2 was used to standardize the numerical data related to milk quality
parameters and to visualize it through a heatmap. Using the pheatmap package, hierarchical clustering
was applied to both the samples (rows) and the variables (columns), allowing structural similarities and
distinctions among quality classes to be displayed through color intensity. The code was implemented
in R version 4.5.0 (R Core Team, 2024).

Table 2. R Code for Generating a Heatmap of Milk Quality Parameters

install.packages("pheatmap™)
library(pheatmap)
num_data <- milk[, c("pH", "Temperature"”, "Taste", "Odor", "Fat", "Turbidity", "Colour")]
scaled_data <- scale(hum_data)
1<-pheatmap(scaled_data,
cluster_rows = TRUE,
cluster_cols = TRUE,
show_rownames = FALSE,
show_colnames = TRUE,
main = "Heatmap graphic for milk quality parameters”,
color = colorRampPalette(c("navy", "white", "firebrick3"))(50))
windows()
print(1) (R Core Team, 2024)

3. Radar chart

Radar charts are an effective tool for comparing different classes on the same scale and for visually
representing multidimensional data. The chart features a circular axis, around which variables are
displayed without the need for a fixed order. This allows structural differences between classes to be
easily observed. Radar charts enable the simultaneous comparison of variables within a single graph.
Moreover, they offer the ability to summarize high-dimensional data within a compact visual space.
They are particularly effective compared to traditional charts when a holistic examination of similarities
and differences between classes is required (Seide et al., 2022).
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Figure 3. Radar chart for the milk quality dataset

The R code presented in Table 3 was used to create a radar chart aimed at comparing the average
values of milk quality parameters across different quality classes. The data was visualized using the
fmsb package, and the averages of seven quality variables (pH, Temperature, Turbidity, Colour, Fat,
Odor, Taste) were calculated for each quality class (High, Medium, Low). Then, the radarchart() function
was employed to generate a multidimensional visual profile of the classes based on the variables. The
code was executed using R version 4.5.0 (R Core Team, 2024) and the fmsb package.

Table 3. R Code for Generating a radar graphics of Milk Quality Parameters

install.packages("fmsb")
library(fmsb)
milk <- read.csv("'C:/data/milknew.csv")
head(milk)
radar_data <- aggregate(cbind(pH, Temperature, Turbidity, Colour, Fat, Odor, Taste) ~ Grade,
data = milk, FUN = mean)
rownames(radar_data) <- radar_data$Grade
radar_data$Grade <- NULL
max_values <- apply(radar_data, 2, max)
min_values <- apply(radar_data, 2, min)
radar_plot_data <- rbind(max_values, min_values, radar_data)
radarchart(radar_plot_data,
axistype =1,
pcol = c("red", "blue", "green™),
pfcol = ¢(rgb(1,0,0,0.2), rgh(0,0,1,0.2), rgh(0,1,0,0.2)),
plwd = 2, cglcol = "grey", cglty = 1, axislabcol = "black",
vicex =0.9
)
legend("topright™, legend = rownames(radar_data), col = ¢("red", "blue", "green"),
Ity =1, Iwd =2, bty ="n") (R Core Team, 2024)

Figure 3 presents a radar chart depicting the milk quality parameters. This chart enables the
comparison of quality classes (High, Medium, Low) in terms of quality parameters. It is constructed
based on the average values of each quality class, which are displayed after being normalized according
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to the standard Z-scores. On the right side of the chart, the quality classes are indicated using four
different colors. In this chart, red represents the high-quality class, while the green line denotes the
medium-quality class. The high-quality class exhibits the highest values for the variables Taste, Odor,
Fat, and Colour, suggesting that these milk samples possess superior profiles in terms of taste, smell, fat
content, and color. Conversely, milk samples in the low-quality class have high values in Temperature,
Turbidity, and Colour. The elevated Temperature and Turbidity indicate that this group is defined by
negative quality parameters. The medium-quality class displays intermediate values across all variables
and presents a balanced distribution. This suggests that the medium class serves as a transitional group
between the two extremes.

Radar charts clearly illustrate the distinction among quality classes based on milk quality parameters.

Specifically, Taste, Odor, and Fat stand out as key indicators in distinguishing the high-quality class.
Meanwhile, parameters such as Temperature, pH, and Turbidity are indicative of the low-quality class.
This multidimensional visualization allows differences between classes to be discerned not only
numerically but also visually. Additionally, the chart contributes to identifying meaningful patterns that
can be used in predictive models. Such multivariate visualizations serve a preliminary role, particularly
in evaluating variable selection and class separation power for machine learning-based classification
models.
Radar charts are particularly effective tools for visualizing and interpreting inter-class patterns in
multivariate data (Jolliffe & Cadima, 2016; Seide et al., 2022). These charts reveal the overall structure
of classes at a glance, facilitating pattern recognition. The radar chart used in this study, alongside other
multivariate visualization techniques such as biplots, boxplots, and heatmaps, offers diverse perspectives
on the same dataset, supporting decision-making systems. Similarly, the concept of integrating multiple
data sources proposed by Javadi and Farina (2020) in the context of signal processing and data fusion
in radar networks is realized in this study through the joint interpretation of different graphical
representations.

Radar systems emphasize sensor management and knowledge-driven inference mechanisms for
efficient utilization of limited resources (Javadi & Farina, 2020). Likewise, the simultaneous use of
various graphical summaries in this study aims to extract maximum information from limited
observations and provide decision-makers with enhanced visual insight. The radar chart effectively
visualizes the structural differences among quality classes based on variables. To further support these
findings and explore variable distributions in more detail, boxplots depicting the parametric distribution
by quality class were also utilized.

1. Boxplot

The chart visualizes the distributions of seven different quality parameters (Colour, Fat, Odor, pH, Taste,
Temperature, Turbidity) across milk quality classes (high, medium, low) using boxplots. It provides a
comparative presentation of how each variable's values are distributed among the quality classes. Figure
4 displays the boxplot chart of the milk quality parameters.

Upon examining Figure 4, the Colour parameter is higher in the high-quality class, while it is lower
in the low and medium classes. The Fat content appears to be similar across all classes, showing no
significant distinguishing differences. The Odor variable is elevated in the low-quality class but remains
lower in the other classes. The pH level is higher in the low-quality class compared to the other quality
classes. The Taste parameter is consistent across all classes, with no observable distinctive differences.
Temperature is notably higher in the low-quality class. Turbidity shows high levels in both the low and
high-quality classes, whereas it is significantly lower in the medium-quality class.
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The chart illustrates that the low-quality group tends to have higher values in terms of pH,
temperature, and odor, while the high-quality group displays a more homogeneous and consistent
distribution in terms of color, taste, and fat. The medium-quality class, on the other hand, occupies
intermediate values for many variables, serving as a transitional category.

Boxplot for milk quality parameters
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Figure 4. Boxplot graphic for milk quality parameters

The R code provided in Table 4 generates boxplots to visually compare the distribution of variables
in the milk quality dataset across quality classes (High, Medium, Low). The code was implemented
using R version 4.5.0 (R Core Team, 2024) along with the ggplot2 and tidyr libraries.

Table 4. R Code for Generating a Boxplot Graphic of Milk Quality Parameters

# install.packages(“ggplot2")
library(ggplot2)
milk <- read.csv("'C:/data/milknew.csv")
library(tidyr)
milk_long <- pivot_longer(milk,
cols = c(pH, Temperature, Turbidity, Colour, Fat, Odor, Taste),
names_to = "Parameter",
values_to ="Value")
ggplot(milk_long, aes(x = Grade, y = Value, fill = Grade)) +
geom_boxplot(alpha = 0.7, outlier.color = "red", outlier.size = 1.5) +
facet_wrap(~Parameter, scales = "free", ncol = 3) +
labs(title = "Boxplot for milk quality parameters",
x ="Grade", y = "Value") +
theme_minimal() +
theme(legend.position = "none",
strip.text = element_text(size = 12, face = "bold"),
plot.title = element_text(hjust = 0.5, size = 14, face = "bold™)) (R Core Team, 2024)
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DISCUSSION AND CONCLUSION

In this study, various biometric visualization techniques such as radar charts, biplots, boxplots, and
heatmaps were used to enable a comprehensive analysis of milk quality data. The selection of these
techniques is supported by literature findings suggesting that they enhance users’ ability to perceive
cluster structures more effectively (Ventocilla and Riveiro, 2020).
While the radar chart clarifies visual distinctions among quality classes, the heatmap successfully
highlights within-class variations. The results align with PCA and hierarchical clustering analyses,
indicating that the quality classes separate in harmony with the natural patterns within the data. Notably,
the variables Fat, Odor, and Taste serve as the most distinctive parameters for identifying the high-
quality class, while pH and Temperature are strongly associated with low quality. The medium-quality
class exhibits a hybrid structure, functioning as a transition between low and high-quality groups.
These findings show that biometric visualization methods not only contribute to data analysis but also
function as effective tools that can be integrated with classification algorithms and decision support
systems. Additionally, they strengthen the flow of information by offering clear, understandable, and
interpretable analysis outputs to users.

In light of these findings, future dairy processing facilities and quality control laboratories could
develop rapid evaluation systems based on such visual analyses. Visualization outputs of this kind can
be used in machine learning models to enhance model explainability and increase user trust. These
approaches can be incorporated into mobile agricultural applications or web-based decision support
systems to provide simplified decision-making support for farmers.

Testing similar multivariate visualization techniques on different animal-based products (e.g., meat,
eggs, dairy derivatives) would improve the generalizability of the method. New dimensionality
reduction techniques could be comparatively evaluated against traditional methods. Visualizing
uncertainties (e.g., confidence intervals, fuzzy classification) would enhance the robustness of decision
support systems.

In conclusion, biometric visualization techniques have the potential not only to serve as analytical
tools but also as integral components of educational, operational, and strategic decision-making
processes..
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Ozet

Egitimde yillardr siiregelen geleneksel yaklasimlar, cogu zaman égrenci bagarisimi sinav puanlari ve
hazirbulunusluk diizeyleriyle sinirli gergevelerde degerlendirmistir. Ancak giiniimiizde hem sinif i¢i
gozlemler hem de dijital 6grenme platformlar: sayesinde elde edilen veri cesitliligi, artik ogretmenlerin
sadece ‘“‘ne ogretildigi’ne degil, “Ogrencinin nasil ogrendigi’ne dair daha derin bir farkindalik
gelistirmesini gerektiriyor. Bu ¢alisma, biiyiik veri ve veri madenciligi gibi arac¢larla bu farkindaligin
nasil sistematik bir i¢goriiye doniistiiriilebilecegini kuramsal bir ¢erceve icinde tartismayt
amaclamaktadr.

Geleneksel yontemlerin onemli bir kisiti, dgrencinin bireysel ogrenme siirecine dair dinamikleri géz ardi
etmesi ve dgretim stirecini genellemeler tizerinden sekillendirmesidir. Oysa i¢gorii dedigimiz sey, sadece
veri analizinden ¢ikan sonuglar degil, ayni zamanda insan davramslarini, duygularini ve karar alma
mekanizmalarim anlamlandirmaya yonelik derinlemesine bir kavrayigtir. Psikolojik arastirmalar,
bireyin kendi 6grenme siirecine dair farkindalik kazandik¢a motivasyonunun ve égrenme kalitesinin
arttigin gostermektedir. Bu durum, egitimde i¢gorii tivetiminin yalnizca teknik bir kazanim degil, aymi
zamanda pedagojik bir zorunluluk oldugunu ortaya koymaktadir.

Bu baglamda, ogretmenin rolii de doniismektedir. I¢gorii temelli bir egitim anlayisinda égretmenin
yvalnizea bilgi aktarici degil, veriyi anlamlandirabilen, 6grenci davramiglarimi yorumlayabilen ve
bireysel farkhiliklara gorve strateji gelistivebilen bir rehber olmast beklenir. Bu da ogretmen
yeterliliklerinin veri okuryazarligi, dijital analiz ve etik degerlendirme gibi yeni boyutlarla yeniden
tammlanmasini gerektirir.

Sonu¢ olarak bu bildiri, biiyiik veri ve veri madenciliginin sundugu teknik imkdanlarin egitim
sistemlerinde yiizeysel analizlerin otesine gegerek nasil anlamli ig¢goriilere doniistiiriilebilecegini
tartismakta; bu doniigiimiin hem ogrenci basarist hem de ogretmen yeterliligi acisindan nasil bir
paradigma degisimine isaret ettigini kuramsal bir bakis agisiyla ortaya koymaktadr.

Anahtar Kelimeler: I¢gorii tabanli egitim, Ogretmen yeterlilikleri, Biiyiik veri, Veri madenciligi
1. GIRIS

21. yilizyilda egitimin en belirgin 6zelligi, bilgiyi ezberlemekten ziyade bilgiden anlam ¢ikarabilme, yani
icgorii iiretebilme becerisidir. I¢gorii, sadece gdzlem ya da veriye dayal1 bir anlayis degil; ayn1 zamanda
egitim siireglerine dair karmasik oOriintiileri fark edebilme ve gelecege dair anlamli ¢ikarimlarda
bulunabilme yetisidir (Siemens, 2005). Bu baglamda, egitimde i¢gorii iiretimi, bireysel d6grenmeyi
derinlestiren ve kurumsal gelisimi yonlendiren temel bir dinamik haline gelmistir.
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Geleneksel egitim paradigmalari, genellikle Ogretmenin bilgi aktarict roliine odaklanmakta,
Ogrenciyi ise pasif bilgi alicisi konumuna yerlestirmektedir (Freire, 1970). Oysa, dijital cagin
gereksinimleri, 0grenmenin ¢ok daha etkilesimli, kisisellestirilmis ve veriye dayali bir sekilde
yapilandirilmasin1 zorunlu kilmaktadir. Bu doniisiimiin merkezinde biiyiik veri (big data) ve veri
madenciligi (data mining) kavramlar1 yer almaktadir. Egitim ortamlarinda iiretilen dijital verilerin analiz
edilmesiyle, hem ogrenci basarisi hem de Ogretim tasarimi acisindan anlamli i¢gdriiler
gelistirilebilmektedir (Bienkowski, Feng & Means, 2012).

Ancak bu teknolojik araglarin etkili kullanilabilmesi, yalnizca teknik yeterlilikle degil, ayn1 zamanda
saglam bir kuramsal ¢er¢eve ile miimkiindiir. Bugiine dek yapilan bir¢ok ¢alismada, veri madenciliginin
egitimsel baglamda kullanimi, gogunlukla istatistiksel bagar1 tahminleriyle sinirli kalmistir (Romero &
Ventura, 2020). Oysa, veriden i¢goriiye gecis i¢in, egitim paradigmasinin da yapisal olarak yeniden
diistiniilmesi gerekmektedir. Bu ¢alisma, s6z konusu yeniden yapilanmay1 kuramsal diizlemde ele
almay1 amaglamaktadir.

Asagida verilen Tablo 1, egitimde veri akiginin geleneksel ve ¢agdas yaklasimlardaki yerini
gorsellestirmektedir:

Tablo 1. Geleneksel ve Veri Tabanli Egitim Paradigmalarinin Kargilagtirilmasi

Paradigma Bilgi kaynag Ogretmen rolii Ogrenci rolii I¢gorii kaynag

Geleneksel Kitap/ Ogretmen | Bilgi aktarici Pasif alict Gozleme dayali

Veri tabanli Dl]%te.ll ogrenme Analist/ Rehber Aktif katilimer Algoritmik/
Verisi Kavramsal

Bu calismada, 6ncelikle egitimde i¢gorii iiretiminin kuramsal temelleri incelenecek, ardindan biiyiik
veri ve veri madenciligi araclarinin bu siireci nasil doniistiirdiigii ortaya konacaktir. Son olarak, mevcut
egitim paradigmalarinin sinirlar tartisilarak, veri temelli i¢gorii iiretimini merkeze alan alternatif bir
kuramsal yeniden yapilandirma onerilecektir.

2. KURAMSAL ARKA PLAN VE LITERATUR TARAMASI

Egitimde i¢gorii tiretimi, sadece biligsel siireclerle agiklanamayacak kadar ¢ok katmanli ve sistemik bir
yaptya sahiptir. Icgorii, klasik bilgi edinme siireclerinden farkli olarak, bireyin yeni durumlarla
karsilastiinda mevcut bilgi yapilarini doniistiirmesini saglayan bir biligsel yeniden yapilanma siirecidir
(Sternberg, 1985). Bu baglamda, egitimde i¢gorii liretiminin temellendirilecegi kuramsal gerceveler,
bilissel psikoloji, yapilandirmaci 6grenme kurami ve baglanticilik (connectivism) gibi c¢agdas
yaklagimlari igermelidir.

Oncelikle, yapilandirmaci 6grenme kuramu, bireyin bilgiyi pasif olarak almak yerine, aktif olarak
yapilandirdigini savunur. Piaget (1970) ve Vygotsky (1978) gibi kuramcilarin 6nciiliigiinde gelisen bu
yaklagim, 6grenmenin bireyin deneyimleri iizerinden insa edildigini one siirer. Vygotsky’nin “yakimsal
gelisim alan1” kavrami, 6zellikle veriyle zenginlesen 6grenme ortamlarinda 6grenciye uygun rehberlik
saglandiginda i¢gorii liretiminin nasil tetiklenebilecegini gostermektedir.

Bununla birlikte, dijital ¢cagda 6grenme siireglerini anlamak i¢in baglanticilik kurami énemli bir
kuramsal temel sunar. Siemens (2005) tarafindan gelistirilen bu kuram, bilginin artik bireysel hafizada
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degil, aglar ve veri sistemleri araciligiyla erisilen bir yapida oldugunu savunur. Bu baglamda, i¢gorii
iiretimi, veriler arasinda baglanti kurma ve oriintiileri tanima becerisiyle dogrudan iligkilidir.

Asagida verilen Sekil 1, egitimde i¢gorii liretimini etkileyen baslica kuramsal alanlar1 ve veriyle olan
etkilesimlerini 6zetlemektedir:

Bilissel Psikoloji

Yapilandirmaci Ogrenme Kurami =) Baglanticilik

!

Veri Tabanli Ogrenme

!

I¢gorii Uretimi
Sekil 1. Egitimde i¢gorii Uretimini Sekillendiren Kuramsal Temeller

Veri madenciligi tekniklerinin egitim ortamlarina entegrasyonu ise, bu kuramsal ¢ergevelerle birlikte
anlam kazanir. Romero ve Ventura (2020), egitimsel veri madenciligi alanindaki uygulamalarin yalnizca
tahminleme modellerine odaklanmamasi gerektigini, ayn1 zamanda 6grenme siire¢lerinin derinlemesine
anlasilmasi i¢in yorumlayici modellerin de gelistirilmesi gerektigini vurgular.

Bununla birlikte, asagidaki gorsel, egitimsel veri madenciligi ve 0grenme analitigi (EDM/LA)
stireclerinin isleyisini, verinin nasil liretildigini ve hangi aktorler tarafindan nasil kullanildigini detayli
bicimde Ozetlemektedir. Bu yapi, oOnerilen kuramsal modelin islemesini miimkiin kilan temel
mekanizmalar1 da temsil etmektedir.

136



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Pk
B (7 %
f!.uua‘l:: coursera /YW M

Saka W edX 7 7 Educational Data
gdt;'cational Environments El
~ a2 )
EDM/LA Process i%' ?
Data L saiadal .l Interpretation ' ; "

TAochcat
Preprocess Application Students

Academic

Authorities InStruitor m,ts §7 ‘ﬁ
Wed L~1 . = Wmed b1

New knowledge

Sekil 2. Egitimsel veri {iretimi, iglenmesi ve bilgiye doniisiim siirecinin genel akisi. (Romero, C., &
Ventura, S., 2020 )

Benzer sekilde, Baker ve Inventado (2014), i¢gdrii liretimini miimkiin kilan &grenme analitigi
modellerinin, egitsel karar mekanizmalarin1 doniistiirdiigiini ifade etmektedir.

Asagida verilen Tablo 2, literatiirde 6ne ¢ikan veri madenciligi yaklagimlarini ve i¢gérii liretimiyle
olan iligkilerini 6zetlemektedir:

Tablo 2. Veri Madenciligi Yontemlerinin I¢gorii Uretimine Katkist

Yontem Temel kullamim alam i¢goriiye katkisi
Kiimelenme (Clustering) Ogrenci profillemesi Oriintii Tespiti
Siniflandirma (Classification) Basar1 tahmini Riskli gruplarin belirlenmesi

Ogrenme davraniglarinin

Regresyon Not tahmini, siire analizi ..
zamanla analizi

Metin madenciligi Acik uglu yanitlarin analizi Kavramsal anlayisin izlenmesi

Icgorii kavrami, sadece egitimde degil; pazarlama, reklamcilik ve davramgsal ikna gibi alanlarda da
etkili bigimde kullanilmaktadir. Ozellikle tiiketici davranislarini anlamaya ve doniistiirmeye yonelik
stratejilerde, iggoriiler duygusal bag kurma, farkindalik yaratma ve uzun siireli marka sadakati olugturma
amactyla one ¢ikmaktadir (Duncan & Moriarty, 1998). Ornegin, Dove’un “Gergek Giizellik”
kampanyasi, kadinlarin toplumsal giizellik algistyla kurdugu duygusal iliskiyi hedef alarak, marka
mesajini toplumsal bir i¢goriiye yaslamistir. Benzer sekilde, OMO’nun “Kirlenmek Giizeldir” slogant,
cocuklarin 6zgiirce oynama hakki iizerinden ebeveynlerle bag kurarken; Dariissafaka’nin “Olmasa da
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Olur” kampanyasi, bagiscilarin tiikketim aliskanliklariyla vicdani sorumluluklarini bulusturan gii¢lii bir
icgdriiyli kullanmaktadir. Bu 6rnekler, icgdriiniin sadece bilgiye degil, derin insanlik haline dair bir
anlayisa dayandigini ve bu yoniiyle egitimin de temel yapi taslarindan biri olabilecegini gostermektedir.
Bu bulgular dogrultusunda, i¢goérii {iretimi yalnizca bireysel bir zihinsel siire¢ degil, ayn1 zamanda
veriye dayal, ¢cok boyutlu ve kuramsal olarak desteklenmis bir yeniden yapilanma siireci olarak
degerlendirilmelidir. Bu da egitimde yeni bir paradigmanin ingasini zorunlu kilmaktadir.
3. KURAMSAL YAKLASIM VE MODEL ONERISI
Egitimde i¢gorii liretimini merkeze alan kuramsal yeniden yapilandirma, yalnizca pedagojik ilkelerle
degil; ayni zamanda verinin anlamlandirilmas: siirecine dair sistemik bir anlayisla insa edilmelidir. Bu
baglamda, 6nerilen yaklasim ii¢ temel eksen iizerine oturtulmaktadir: (1) Bilissel Insa, (2) Veri Tabanh
Gozlem ve (3) Sistemik Yorumlama. Bu eksenler, birlikte islediginde, hem 6grenci merkezli hem de
veriyle beslenen bir i¢gorii ekosistemi olusturur.
3.1. BILISSEL INSA
Biligsel kuramlar, ozellikle yapilandirmaci 6grenme ve yakinsak gelisim modeli, bireyin bilgiyi
cevresiyle etkilesime girerek doniistiirdiigiinii savunur (Bruner, 1996; Vygotsky, 1978). Bu baglamda
iggbrii, Ogrenenin daha Onceki bilgi Oriintiilerini yeniden Orgiitlemesiyle olusur. Bu siirecin
tetiklenebilmesi i¢in, 6grenme ortamlarinin esnek, veriyle zenginlestirilmis ve anlamlandirmaya agik
olmasi gerekir.

3.2. VERITABANLI GOZLEM

Biligsel siireclerin yalnizca gdzleme ya da sinavlara dayali degil, dijital izler (log kayitlari, yanit siireleri,
kaynak kullanimi gibi) iizerinden analiz edilmesi, 6grenme davramislarini ¢ok katmanli sekilde
degerlendirmeyi miimkiin kilar (Siemens & Long, 2011). Bu analizler, veri madenciligi ve 6grenme
analitigi teknikleriyle desteklendiginde, yalnizca neyin 6grenildigi degil, nasil 6grenildigi ve ne zaman
icgoriiye doniistiigii de izlenebilir hale gelir (Clow, 2013).

3.3. SISTEMiK YORUMLAMA

Veri analizinin anlaml i¢goriilere donilismesi, yorumlama siirecinin pedagojik, etik ve sosyal
baglamlarla birlikte degerlendirilmesiyle miimkiindiir. Salt veri odakli kararlar, 6grenme siirecini
indirgemeci kilabilir. Bu nedenle 6nerilen model, yorumlama siireglerinin ¢ok disiplinli ve ¢ok katmanl
bir yapi igerisinde ele alinmasini savunur (Buckingham Shum & Ferguson, 2012).

3.4. MODELIN GORSEL TEMSILI
Asagida sunulan model, i¢gorii liretimini merkezde konumlandirmakta ve ti¢ temel bilegenin etkilesimli
yapisini yansitmaktadir:

[ )

I¢gorii Uretimi

e |

Sekil 3. Egitimde I¢gorii Uretimine Dayali Kuramsal Model
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Bu modelin 6ne ¢ikardigi nokta, i¢gdriiniin ne yalnmizca bireysel ne de yalmizca algoritmik bir ¢ikti
olmadigi; aksine bilissel siirecler ile veri analitigi arasindaki etkilesimden dogan dinamik bir yapi
oldugudur. Ogretim tasarimcilari, politika yapicilar ve arastirmacilar agisindan bu model, i¢gérii odakl
bir egitim sistemi tasarimi i¢in referans ¢ergevesi sunmaktadir.

4. TARTISMA VE DEGERLENDIRME

Onerilen kuramsal model, i¢gdrii iiretimini egitim sisteminin merkezine yerlestirerek, geleneksel bilgi
aktarict yaklasimi sorgulamakta ve veri destekli, biligsel derinligi olan bir 6grenme anlayisini
savunmaktadir. Bu yoniiyle model, klasik egitim paradigmalarindan 6nemli Ol¢iide ayrilmaktadir.
Ozellikle dgretmen-grenci iliskisinde goézlemlenen otorite merkezli yapi, bu modelde yerini veriye
dayali rehberlik ve katilime1 6grenme dinamiklerine birakmaktadir.

Siemens (2005) tarafindan gelistirilen baglanticilik kurami da benzer bigimde, 6grenmenin artik
bireyin zihinsel kapasitesine degil, aglar iizerinden erigilen bilgiye bagl oldugunu savunur. Ancak
baglanticilik kurami ¢ogunlukla bilgiye erisim yollarma odaklanirken, bu ¢alismada onerilen model,
bilginin zihinde nasil yapilandigi ve veriyle nasil yeniden tretildigine dair daha biitiinciil bir yaklagim
sunmaktadir.

Baker ve Inventado (2014), 6grenme analitigi uygulamalarinin ¢ogunlukla basari tahmini ve riskli
Ogrenci tespiti gibi yansal (reactive) kullanim alanlarina odaklandigini ifade etmektedir. Bu durum,
veriye dayali sistemlerin potansiyelini sinirlamaktadir. Bu baglamda, onerilen modelin temel
katkilarindan biri, 6grenme verilerinin yalnizca 6l¢iim ve denetim amagli degil, ayn1 zamanda bilissel
gelisimi yonlendiren i¢goriiler liretme amaciyla kullanilabilecegini gostermesidir.

Ancak bu modelin uygulanabilirligi baz1 kosullara baghdir. i1k olarak, okullarda veri okuryazarlig:
seviyesinin artirilmasi gereklidir. Ogretmenlerin yalnizca pedagojik degil, ayni zamanda temel veri
analizi ve yorumlama becerilerine de sahip olmasi beklenmektedir (Williamson, 2017). ikincisi, i¢gérii
iiretimini destekleyecek dijital altyapilar ve etik veri politikalar1 gelistirilmeli; 6grenci mahremiyeti ve
veri giivenligi 6n planda tutulmalidir (Slade & Prinsloo, 2013).

Asagidaki tablo, onerilen modelin geleneksel 6gretim anlayisi ve mevcut veri tabanli modellerle
karsilastirmali olarak giiglii ve sinirlt yonlerini 6zetlemektedir:

Tablo 3. Onerilen Modelin Diger Yaklasimlarla Karsilastirmali Degerlendirmesi

Ogrenme Analitigi Onerilen I¢gorii

Kriter Geleneksel Model (meveut) Modeli

Ogrenen rolii Pasif Tepkisel Aktif- Yorumlayici
Veri kullanim Yok Tanisal-Tahminsel Yorumlayici- Uretici
Kuramsal dayanak Davranisgilik Biligsel+ Nicel ;?:;z?s irmactlik-+

Icgorii iiretimi

Gozleme Dayali

Otomatik ¢ikarim

Kavramsal- Anlamli

Uygulama sinirliliklari

Pedagojik Dogmalar

Teknik yetersizlik

Veri okuryazarligi-
Etik

139



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Sonug¢ olarak, bu modelin basariyla uygulanabilmesi hem teknolojik altyapinin hem de insan
kaynagimnin bu doniisiime hazir olmasima baghdir. I¢gérii odakli bir yaklasim, sadece sistemleri degil,
ayni zamanda egitimcilerin diisiinme bi¢imini de doniistiirmeyi gerektirir. Bu noktada, veriyle sekillenen
yeni egitim paradigmalarinin hem teknolojik hem de felsefi bir yeniden yapilanmay1 zorunlu kildig:
sOylenebilir.

5. SONUC VE ONERILER

Bu calisma, egitimde i¢gorii iiretimini veri temelli 6§renme ortamlariyla iligkilendiren 6zgiin bir
kuramsal model O6nermistir. Giris boliimiinde vurgulandigi iizere, dijitallesen 6grenme ortamlari,
yalnizca bilgiye erisimi degil; bu bilgiden anlam tiiretimini de merkezi bir beceri haline getirmistir. Bu
baglamda, i¢gdrii tiretimi; biligsel insa siiregleri, veri gozlemi ve sistemik yorumlamanin etkilesimli
yapisinda ortaya ¢ikan, cok boyutlu bir 6grenme ¢iktisi olarak ele alinmigtir.

Kuramsal arka planda yapilandirmaci 6grenme, baglanticilik ve veri okuryazarligi gibi temel
kavramlar tizerinden modelin dayandigi ¢cergeve ortaya konmus; ardindan bu modelin, geleneksel egitim
paradigmalarina alternatif olusturacak bi¢cimde nasil yapilandigi sekil ve tablolarla gorsellestirilmistir.
Tartigma boliimiinde ise, mevcut veri analitigi uygulamalariyla karsilastirmali analiz yapilmis, 6nerilen
modelin gii¢lii yonleri ve sinirliliklart somut bigimde degerlendirilmistir.

Bu dogrultuda asagidaki oneriler hem politika gelistiriciler hem de uygulayicilar i¢in yol gosterici
niteliktedir:

5.1. UYGULAYICILAR ICIN ONERILER

o Ogretmen egitimi programlarinda veri okuryazarligi ve temel 6grenme analitigi becerileri yer
almalidir. Ogretmenlerin, 6grencilerin davranissal verilerini sadece raporlama amaciyla degil,
pedagojik kararlar almak i¢in kullanabilmeleri desteklenmelidir (Williamson, 2017).

o Icgorii liretimini tesvik eden dgrenme ortamlari tasarlanmalidir. Bu ortamlar; 6grencinin anlam
kurma siirecini destekleyen, sorgulama temelli, dijital veriye erisimi kolay ve 6gretmen
rehberligini i¢eren yapilarda olmalidir (Bruner, 1996).

5.2. POLITIKA GELISTIRICILER iCIN ONERILER

e Ulusal egitim sistemlerine veri temelli karar alma kiiltlirii kazandirilmali, okullarda dijital
O6grenme verilerinin anlamli bi¢imde toplanmasi ve yorumlanmasi i¢in giivenli ve etik
cergeveler olusturulmalidir (Slade & Prinsloo, 2013).

e (Ogrenme analitigi sistemlerinin ticarilestirilmis degil, egitimsel olarak anlaml1 kullanimi tesvik
edilmelidir. Sistemler sadece basari siralamasi iiretmek yerine, 6grencilerin diisiinme
bigimlerini ve kavramsal gelisimlerini izleyebilmelidir (Ferguson, 2012).

5.3. ARASTIRMACILAR iCiN ONERILER
e  Onerilen kuramsal modelin farkli egitim diizeylerinde (ilkokul, lise, yiiksekdgretim) uygulamal
arastirmalarla test edilmesi gereklidir. Bu tiir ¢alismalar, modelin gegerliligini ve etkililigini
ortaya koyarak kuramsal ¢ergevenin giiclendirilmesini saglar.

e ggdrii iiretiminin olgiilebilir gdstergelerinin belirlenmesi, egitim verisinin sadece nicel degil,
nitel boyutlarinin da kapsanmasim saglayacaktir. Bu noktada karma yontem (mixed-methods)
yaklagimlarina ihtiya¢ duyulmaktadir.
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Sonug olarak, bu calisma, egitimde i¢gori liretimini dijital veri ¢aginin gereklilikleriyle uyumlu
bicimde yeniden kuramsallastirmay1 hedeflemistir. Teknolojik araclarin anlamli pedagojik
stireclerle biitlinlesmesi sayesinde, yalnizca daha basarili degil; ayn1 zamanda daha elestirel
diisiinen, anlam kurabilen ve farkindahg yiiksek bireyler yetistirmek miimkiin olacaktir.
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Abstract

Cortinarius (Pers.) Gray is the largest and taxonomically most complex genus in the order Agaricales,
comprising nearly 5,000 species worldwide. Cortinarius species form ectomycorrhizal associations with
coniferous, deciduous trees as well as herbaceous plants from various families. The species are named
Cortinarius due to the initial development of the basidiocarp surrounded by a cortina, which is short-
lived and initially covers all the gills that gradually disappear as the fruiting body develops. The
morphological similarities and cryptic species within the genus cause species delimitation problems.
Thus, molecular methods are very crucial in species identification and nomenclature. Nuclear Internal
Transcribed Spacer (mrlTS) gene region is a universal DNA barcoding region due to its high
evolutionary rates and effectively used for Cortinarius species identification. Additional barcoding
regions, such as the subunits of RNA polymerase Il (RPBI, RPB2) and the large subunit of ribosomal
RNA (nLSU) are used especially in distinguishing closely related species. With the advent of molecular
studies, taxonomic classification of fungal species has become more reliable and phylogenetic
relationships of many species have been resolved within the genus Cortinarius.

Key words: Cortinarius phylogeny, DNA barcode, nriTS, Molecular phylogenetic analysis

Niikleer I¢ Transkripsiyonel Bosluk (nrITS) Bélgesine Dayali Cortinarius
(Basidiomycota, Agaricales) Cinsinin Filogenetik Cikarim

Ozet

Cortinarius (Pers.) Gray, Agaricales takiminin en biiyiik ve taksonomik olarak en karmasik cinsidir ve
diinyada yaklasik 5.000 tiirii kapsamaktadir. Cortinarius tiirleri igne yaprakl, yaprak doken agaglar ile
otsu bitkileri de barindiran bir¢ok familyaya ait bitkilerle ektomikorizal iliski kurarlar. Cortinarius
olarak isimlendirilme, bu cinse ait tiirlerin geligimin ilk evresinde tiim lamelleri kaplayan, kisa omiirlii
bir kortina ile ¢evrili bazidiokarba sahip olmalarindan kaynaklanwr. Tiirler arast morfolojik benzerlikler
ve kriptik tiirlerin varligi bu cinse ait tiirlerin tammlanmasini zorlastirmaktadw. Bu nedenle, molekiiler
yontemlere dayali tiir teshisi ve adlandirmasinda biiyiik 6nem arz etmektedir. Cekirdek Niikleer I¢
Transkripsiyonel Bosluk (nrITS) gen bélgeleri, yiiksek evrimsel hizlarindan dolayr evrensel bir barkod
olarak kabul edilmekte ve Cortinarius tiirlerinin belirlenmesinde etkili bir sekilde kullaniimaktadwr. Ek
olarak, RNA polimeraz Il alt birimleri (RPBI, RPB2) ve ribozomal RNA'nin biiyiik alt birimi (nLSU)
gibi barkod bolgeleri ozellikle birbirine yakin tirlerin ayriminda kullamilmaktadir. Molekiiler
calismalarin gelismesiyle birlikte, mantar tiirlerinin taksonomik simiflandirmast daha giivenilir hale
gelmistir ve Cortinarius’a ait bir¢ok tiiriin filogenetik iliskileri ortaya konmustur.

Anahtar Kelime: Cortinarius filogenesi, DNA barkodu, nriTS, Molekiiler filogenetik analiz
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GIRIS

Cortinarius (Pers.) Gray, Basidiomycota subesine bagli, Agaricales takimi, Cortinariaceae familyasinin
bir tiyesi olan, en biiyiik ve en fazla sinonime sahip mantar cinsidir (Kalichman ve ark., 2020). Kuzey
ve gliney yarim kiirede yayilim gosteren ve diinyada yaklasik 5000'den fazla tiire sahip oldugu ifade
edilmektedir (Index Fungorum, 2025). Ozellikle son yillarda ivme kazanan molekiiler ¢alismalar ile bu
cinse ait yaklasik 3000’1 gegerli tiir olarak kabul gormektedir (Liimatainen ve ark., 2022). Onceleri,
Cortinariaceae familyas1 altinda Cortinarius (Pers.) Gray tek bir cins olarak kabul edilmekteydi. Ancak
Cortinariaceae familyasinin molekiiler revizyonu ve yeni siiflandirilmasi ile bu familya glinlimiizde 10
cins ile temsil edilmektedir; Cortinarius (Pers.) Gray, Phlegmacium (Fr.) Wiinsche, Thaxterogaster
Singer, Calonarius Niskanen & Liimat., Aureonarius Niskanen & Liimat., Cystinarius Niskanen &
Liimat., Volvanarius Niskanen & Liimat., Hygronarius Niskanen & Liimat., Mystinarius Niskanen &
Liimat. ve Austrocortinarius Niskanen & Liimat. (Liimatainen ve ark., 2022). Ayrica, Cortinarius
(Pers.) Gray cinsi 11 alt cinse ayrilmaktadir; Cortinarius, Camphorati Liimat., Niskanen & Ammirati,
Dermocybe (Fr.) Trog, Illumini Liimat., Niskanen & Kytov., Infracti Niskanen & Liimat., lodolentes
Niskanen & Liimat., Leprocybe M.M. Moser, Myxacium (Fr.) Trog, Orellani (M.M. Moser) Gasparini,
Paramyxacium M.M. Moser & E. Horak ve Telamonia (Fr.) Trog.

Cortinarius cinsi mantarlar ektomikorizal olup Cistaceae, Caesalpiniaceae, Dipterocarpaceae,
Fagaceae, Malvaceae, Myrtaceae, Nothofagaceae, Pinaceae, Rhamnaceae, Rosaceaca ve Salicaceae
familyalarina ait bitkiler ile birlikte bulunmaktadirlar (Freslev ve ark., 2005, 2006; Garnica ve ark.,
2005; Brandrud ve ark., 2018; Soop ve ark., 2019; Liimatainen ve ark., 2022, Liu ve ark., 2024). Cogu
tir zehirli olmakla birlikte bazilart kotii kokulu, jelatinimsi bir yiizeye sahip olmalar1 nedeniyle
beslenme amaciyla tercih edilmezler. Bu cins tiirlerinin gen¢ Orneklerinde sapka ile sap arasinda,
lamellerini 6rten “kortina” olarak adlandirilan ve zamanla bazidiyokarp genisledik¢e kaybolan perdeye
sahip olmalar1 nedeniyle cinsin ismi “perdeli” anlamina gelen Cortinarius olarak adlandirilmis ve ilk
defa Fries (1836-1838) tarafindan kullanilmistir. Kortina 6zelligi disinda, pash kahverengi spor izlerine
sahip olmalari, sporlarinda filizlenme gozeneklerinin olmamasi veya gevsek perisporyum yapisina sahip
olmalar1 Cortinarius cinsine ait en temel Ozelliklerdir (Peintner ve ark., 2004). Sapkalar1 genellikle
konveks, yiizeyleri kuru, ipeksi, fibriloz veya yapiskan, saplar silindrik veya comak seklinde ve
tabanlarinda siskinlik goriilmektedir. Bu belirtilen 6zellikler, Cortinarius mantarlarim digerlerinden
ayirmak ve tanimlamak i¢in kullanilan en karateristik makroskobik 6zelliklerdir. Ancak tiirleri arasinda
morfolojik ve mikroskobik o6zelliklerin ¢ok benzer olmasi, kriptik tiirlerin bulunmasi, bu cinse ait
tirlerin tanimlanmasim zorlagtirmaktadir. Bu yiizden, sadece morfolojik ozelliklere dayanarak
Cortinarius cinsi mantar tiir tanimlamasinin yapilmasi, ayni isimlerin farkl: tiirler i¢in kullanilmasina
ve yanlig isimlendirmelerin yapilmasina, dolayisiyla, bu cinse ait tiir sayisinda artisa neden olmaktadir.

Son yillarda molekiiler yontemlerin kullanilmasiyla birlikte molekiiler mantar taksonomisi
calismalar1 hiz kazanmistir. Belirli gen dizileri, DNA barkodu olarak kulllanilarak, mantar tiirlerinin
tanimlanmasina ve filogenetik iligkilerinin anlasilmasina yardimci olmaktadir. Su anda tiir diizeyinde
taksonomide en yaygin kullanilan gen bolgesi, mantarlar i¢in evrensel bir barkod belirteci olarak
Onerilen niikleer i¢ transkripsiyonel bosluk (nrITS) bolgesidir (Schoch ve ark., 2012). Klasik
taksonominin bir tamamlayicisi olarak, nrITS gen bolgesine ait molekiiler veriler, Cortinarius tiirlerinin
filogenetik iliskileri tahmin etmek kullanilmaktadir.

Molekiiler Yontemlere Dayali Mantar Tiir Teshisi

Cortinarius cinsi, yliksek tiir ¢esitliligi ve morfolojik benzerlikler nedeniyle taksonomik agidan oldukca
karmagik bir gruptur. Bu nedenle, molekiiler belirteglerin kullanimi, bu cinsin tiir diizeyinde ayrimi ve
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filogenetik smiflandirilmast acisindan biiylik 6nem tasimaktadir. (Liimatainen ve ark., 2014;
Liimatainen ve ark., 2022). 2012 yilina kadar mantar taksonomisine yonelik molekiiler ¢alismalar
yapilmis olsa da, Schoch ve ark. (2012)’nin, yaklasik 700 mantar numunesinin ¢alisildig: kapsamli bir
arastirmada, alti gen bolgesini DNA barkodlama icin kullanmis, bunlardan o6zellikle niikleer ic
transkripsiyonel bosluk (nrITS) bolgesinin, farkli mantar taksonlarinda tiir i¢i ve tiirler arasi
varyasyonlar1 belirleyebilen en basarili barkod olarak belirlemislerdir. Bu ¢calisma sonucunda, nrITS gen
bolgesinin, diger mitokondriyal gen bolgelerine (6rnek: sitokrom c oksidaz altbirim 1) de alternatif
olabilecek ve mantar taksonomik calismalar1 icin daha giivenilir bir barkod oldugu ortaya konmustur.
Boylelikle, nrITS gen bolgesine dayali mantar taksonomik iliskilerin ve genetik varyasyonun
belirlenmesi ¢aligmalari olduk¢a 6nem kazanmistir.

ITS gen bolgesi, 5.8S geni tarafindan ayrilmis olan ITS1 ve ITS2 bolgelerini igerir ve ntDNA tekrar
birimindeki 18S (SSU) ve 28S (LSU) genleri arasinda yer alir (Sekil 1). ITS bolgelerinin ug bolgelerinde
18S ve 28S genleri oldukg¢a korunmustur ve bu korunmus bolgelere karsilik gelen dizilerden primerler
dizayn edilmektedir (White ve ark., 1990).

-+ > >
ITss  ITS1 ITS3
( 185 1St 5.85 sz 28S
ITs2 ITS4
-+ -«

Sekil 1. ITS gen bolgesi ve siklikla kullanilan primerlerin gen iizerindeki pozisyonlar1

ITS bolgesine dayali tiir teshisi i¢in siklikla kullanilan primerler Tablo1’de verilmistir. Bu primer
ciftleri yaklasik 450-700 baz ¢ifti arasinda dizi elde edilmesini saglar. ITS gen bolgesinin nispeten kiigiik
olmasi Polimeraz Zincir Reaksiyonu (PZR) ile cogaltilmasinda kolaylik saglar.

Tablo 1. Mantar DNA barkodlama ¢alismalarinda kullanilan ITS gen bolgesine ait primer dizileri

Gen Primer .
Bolgesi Ady Primer Sekansi Referans
ITS1 TCCGTAGGTGAACCTGCGG
(Forward)
ITS5 GGAAGTAAAAGTCGTAACAAGG
(Forward)
ITS ITS2 .
GCTGCGTTCTTCATCGATGC White ve ark., 1990
(Reverse)
ITS3 GCATCGATGAAGAACGCAGC
(Forward)
ITS4 TCCTCCGCTTATTGATATGC
(Reverse)

Molekiiler yontemlere tiir teshisinde izlenilecek adimlar Sekil 2°de verilmektedir. Buna gore tiir
teshisinde ilk adim mantar Orneklerinin toplanmasidir. Dogal habitatlarinda toplanan mantarlar
mikroskobik ve molekiiler ¢alismalarda kullanilmak tizere muhafaza edilmeleri gerekir. Laboratuvar
ortaminda mantar numunesinden DNA ekstraksiyonu gergeklestirilir. Bu asamada genellikle mantar igin
DNA izolasyon kitleri kullanilmaktadir. Elde edilen genomik DNA, yukarida belirtilen primer
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ciiftlerinin kullanildig1 Polimeraz Zincir Reaksiyonu (PZR) ile ¢cogaltilarak {iriin elde edilmektedir. PZR
iiriin varlig1 teyit edildikten sonra Sanger sekanslama ile iiriiniin DNA dizisi elde edilir. Biyoinformatik
analizlerin ilk asamasinda, elde edilen PZR iiriin dizisinin National Center for Biotechnology
Information (NCBI) veritabanlarinda BLASTn ile arastirilir. Calisilan mantar tiirii ile veritabanlarinda
bugiine kadar c¢alisilan mantar tiirlerine ait barkod dizileri karsilastirilarak en benzer olanlar belirlenir.
Tiirler arasindaki akrabalik ilgkisinin ortaya konmasi i¢in filogenetik aga¢ ¢izimi gereklidir. Bir tiire ait
elde edilen DNA dizisinin dogrulugu, genetik ilisksinin anlasilmasi ancak filogenetik analizlerin
destegiyle saglanir.

NUMUNE PCR JEL SEKANSLAMA FILOGENETIK

TOPLAMA ANALIZI ELEKTROFEREZI AGAC

o 3 B [T
= g L

Sekil 2. Mantar tiir tanimlamasinda izlenecek molekiiler adimlar

Cortinarius cinsi mantar tiir teshisinde nrITS gen bdlgesine dayali filogenetik ayirim ¢ogu tiir igin
yeterli sonuglarin elde edilmesine olanak saglamaktadir (Fajarningsih, 2016; Garnica ve ark., 2016;
Soop ve ark., 2019; Sengiil Demirak ve Tirkekul, 2021; Liimatainen ve ark., 2020, 2022; Kaygusuz,
2022; Zhang ve ark., 2023; Sengiil Demirak ve ark., 2024). Daha 6nce mofolojik olarak belirlenmis
bir¢ok Cortinarius tiiriin molekiiler yontemler ile revizyonu gerceklestirilmektedir (Liimatainen ve ark.,
2022). Diinyada birgok mantar tiiriiniin yeni kayit olarak verilmesinde molekiiler destekli tiir teshisinin
yapilmasi gerekmektedir.

Bazi durumlarda, mantar taksonomik c¢aligmasi igin ikili barkodlama sistemlerinin de kullanilmasi
onerilmektedir (Schoch ve ark., 2012). Kapsamli taksonomik bir ¢alismada veya morfolojik ve ekolojik
benzerligi fazla olan tiirlerde, iki gen bdlgesine dayali teshis yapmak en dogrusudur. Ozellikle, nrITS ve
ribozomal biiytik alt birim rRNA (LSU) gen bolgelerinin birlikte kullanilmasz, tiirler aras1 diisiik nrITS
degiskenligine sahip taksonlarda genetik ¢esitliligi dogru belirleyebilmek i¢in olduk¢a 6nemlidir. Coklu
gen bolgesine dayali filogenetik ¢ikarimlarin yapilmast hem teshisin giivenirliligini artirmakta hem de
ileride yapilacak ¢alismalar i¢in 6nemli molekiiler veri saglamaktadir.

Tiirkiye’de Cortinarius Tiir Teshisine Yonelik Molekiiler Calismalar

Yaptigimiz literatlir taramasina gore, Tiirkiye’de bu zamana kadar 81 ilin 46’sinde 170’e yakin
Cortinarius cinsi mantar kesfedilmistir. Bu mantarlarin en yogun bulundugu boélge Karadeniz bolgesi,
an az bulundugu bolge ise Ege ve Gilineydogu Anadolu bdlgesidir. Tiirkiye’de Cortinarius tiirlerinin
cogu liste olarak verilmistir, herhangi morfolojik ve molekiiler veri sunulmamigtir. Bugiine kadar
calisilan Cortinarius cinsi mantarlarin yaklasik %70’i sadece liste olarak, %23’¢ yakini sadece
morfolojik teshise dayali ve %7’¢ yakim molekiiler ve morfolojik caligmalarin sonucunda teshis
edilmistir. Bu sonuglar, Tiirkiye’de sadece liste olarak sunulan veya morfolojik olarak tanimlanan ¢ogu
Cortinarius tiriiniin dogrulugunun teyit edilmesi gerekliligini ortaya koymaktadir. Kisithi olmakla
birlikte, molekiiler yontemlere dayali yeni kayit Cortinarius cinsi mantar tiirleri cogunlukla Trabzon ve
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Tokat illerinden sunulmustur (Tablo 2). Tiirkiye’de Cortinarius’a yonelik molekiiler calismalarin
yetersiz oldugu goriilmektedir. Bu sebeplerden dolay1 Tiirkiye’deki Cortinarius cinsi mantarlarin

teshisinde molekiiler tanimlama yontemlerinin kullanilmasi oldukg¢a 6nemlidir.

Tablo 2. Tiirkiye'de molekiiler yontemlerle incelenen Cortinarius cinsi mantarlar

Cortinarius Tiirii Bulundugu Bolge Il Referans
C. bulliardi Karadeniz Bolgesi Tokat (Sengiil Demirak ve Tiirkekul, 2021)
C. caerulescens Dogu Anadolu Hakkari (Kalmer ve ark., 2019)
C. caninus Karadeniz Bolgesi Trabzon (Sesli, 2020)
C. cinnamoviolaceus | Karadeniz Bolgesi Trabzon (Sesli ve Ortiicii, 2020)
C. conicoumbonatus Karadeniz Bolgesi Trabzon (Sesli ve Liimatainen, 2018)
C. dibaphus Marmara Bolgesi Bursa (Kaygusuz, 2022)
C. eucaeruleus Karadeniz Bolgesi Tokat (Sengiil Demirak ve ark., 2022)
C. lilacinovelatus Karadeniz Bolgesi Tokat (Sengiil Demirak ve Tiirkekul, 2021)
C. rapaceodies Karadeniz Bolgesi Tokat (Sengiil Demirak ve Isik, 2020b)
C. rufo-olivaceus Karadeniz Bolgesi Tokat (Sengiil Demirak ve ark., 2020a)
C. strenuipes Karadeniz Bolgesi Tokat (Sengiil Demirak ve ark., 2024)
C.variegatus Karadenzi Bolgesi Trabzon (Sesli ve Ortiicii, 2020)

TARTISMA VE SONUC

Mantarlar aleminde tiirlerin belirlenmesi olduk¢a karmasik ve hatta imkansiz olabilmektedir. Makro- ve
mikro-morfolojik 6zelliklerin tiir ayirnminda yetersiz olmasi, hatta farkli arastirmacilarin mantarin
morfolojik ozelliklerini farkli yorumlamasi, bazi tiirlerin farkli isimler altinda birden fazla
adlandirilmasina ve mantarlarin siniflandirilmasinda karmasikliga yol agmaktadir. Taksonomide her
cinse ait tip materyal olmasi, tiir tanimlamalarin daha dogru ve kolay yapilmasini saglarken, tip materyal
olmayan durumlarda tiirii belirlemek olduk¢a zordur. Mantar taksonomik g¢aligmalarda geleneksel
yontemlerin (morfolojik, ekolojik ve kimyasal) yetersiz kalmasindaki olumsuzluk, teknolojik
geligsmelerin etkisiyle azalmakla birlikte, daha dogru ve giivenilir yaklagimlarin gelistirilmesine neden
olmustur.

Molekiiler yaklagimlarin kullanilmasiyla birlikte yiiksek seviyeli taksonomik gruplarin ve biiyiik
evrimsel soylarin belirlenmesi, diigiikk taksonomik seviyelerde ise tiirlerin, kismi popiilasyonlarin ve
bireylerin teshisi daha giivenilir hale gelmistir (Kilicoglu ve Ozkog, 2008). Molekiiler ydntemlerde
kullanilan “DNA barkodu”, bir tiirden elde edilen kii¢iik bir DNA dizisi olup o tiire 6zgiil bir DNA
verisidir. Dolayisiyla, tiire 6zgiil bu dizilerin veri tabanlarindaki tiim verilerle karsilagtirilmasi ile hangi
tir oldugu hakkinda bilgi edinilmektedir. Bu yiizden segilen barkod genlerinin giivenirliligi oldukca
onemlidir. Mantarlar i¢in polimorfik DNA dizilerinden en yaygin olarak kullanilan nrITS gen bolgesi,
mantar tlirlerinin dogru teshisinde en giivenilir barkod olarak kabul edilmistir.

Cortinarius, diinyada kozmopolit dagilima sahip, tiir agisindan olduk¢a zengin, tiirlerinde ortak
morfolojik karakterlerin bulunmasi nedeniyle tiir ayirimi bakimindan zorlu bir cinstir. Son yillarda
yapilan ¢aligmalar, molekiiler yontemler ile morfolojik tanimlamalarin birlikte kullanildig: tiir teshisinin
daha giivenilir oldugunu ortaya koymaktadir (Sengiil Demirak ve Tiirkekul, 2021; Liimatainen ve ark.,
2020, 2022). nrITS gen bolgesine dayali filogenetik analizler, Cortinarius cinsinin monofiletik oldugunu
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gostermektedir (Peintner ve ark., 2004; Garnica ve ark., 2006; Sengiil Demirak ve Tiirkekul, 2021;
Liimatainen ve ark., 2022; Sengiil Demirak ve ark., 2024). Geleneksel yontemlerin molekiiler verilerle
desteklenmesi, Cortinarius taksonomisinin dogrulugunu ve giivenirliligini artirmaktadir.

Diinyada hala kesfedilmemis Cortinarius cinsi ve farkli mantar tiirleri oldukga fazladir ve ¢alisilmamis
bir¢ok lokasyon bulunmaktadir. Farkli ekolojik ortamlardan toplanan mantarlarin ¢alisiimasi, daha fazla
molekiiler verilerin paylasilmasina ve taksonomik bilgilerimizin daha giivenilir olmasma katkida
bulunacaktir. Sonu¢ olarak, DNA barkodlama ile gerceklestirilen molekiiler calismalar binlerce yeni
tiirlin daha hizli, giivenilir ve dogru sekilde tanimlanmasina katkida bulunmaktadir.
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Abstract

In modern Digital Signal Processing (DSP) systems, achieving efficient real-time filtering remains a
critical challenge, especially in applications requiring high accuracy, low power consumption, and
optimized hardware utilization. Traditional software-based approaches often fall short when it comes
to meeting performance and energy constraints. Field-programmable gate arrays (FPGAs) offer a
promising alternative due to their inherent parallelism, reconfigurability, and energy efficiency.
However, translating complex DSP algorithms into efficient FPGA implementations requires careful
design considerations and robust development tools. This research addresses these challenges by
designing and implementing a Digital Butterworth Infinite Impulse Response (IIR) filter on an FPGA
platform using the Xilinx System Generator. The Butterworth IR filter is selected for its maximally
flat magnitude response in the passband, making it ideal for applications that demand smooth
frequency characteristics with minimal ripple. Leveraging the Xilinx System Generator enables high-
level hardware modeling and rapid prototyping, significantly reducing development time while
ensuring harvdware compatibility. The filter is deployed on an ARTIX-7 FPGA, and its performance
is evaluated in terms of resource utilization, specifically, lookup tables (LUTs), slices, and other
Sfundamental FPGA components, as well as dynamic power consumption. The implementation results
demonstrate not only the feasibility of deploying sophisticated DSP algorithms on FPGA hardware
but also provide empirical insights into design trade-offs related to resource efficiency and power
consumption. This work contributes to the growing body of research in FPGA-based DSP by offering
a practical methodology for developing power- and resource-efficient filtering solutions.

Key words: Digital Butterworth Infinite Impulse Response, Field-Programmable Gate Arrays, Xilinx
System Generator, Digital Signal Processing

INTRODUCTION

This study investigates the design and implementation of a Digital Butterworth Infinite Impulse
Response (IIR) filter on a Field-Programmable Gate Array (FPGA) platform using the Xilinx System
Generator. With growing demands in real-time signal processing applications, such as biomedical
monitoring and communication systems, there is a significant interest in realizing efficient digital
filtering techniques that balance performance, resource usage, and power consumption.
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Digital filters play a central role in modern signal processing systems by allowing for the extraction,
modification, and enhancement of information from discrete-time signals. Among these, IIR filters are
known for their computational efficiency and ability to model complex frequency responses using fewer
coefficients compared to FIR filters. The Butterworth IIR filter, in particular, is prized for its maximally
flat passband response and is frequently applied where signal integrity in the passband is critical.

The aim of this research is to explore the theoretical foundation and practical realization of a second-
order Butterworth IIR low-pass filter using a Direct Form II structure. The filter was designed using
MATLAB's FDA Toolbox and implemented on an Artix-7 FPGA board via Xilinx System Generator.
The study provides a comprehensive analysis of resource usage, including Look-Up Tables (LUTs),
slices, and power consumption. Furthermore, real-time noise reduction for ECG signals was used as a
practical application to demonstrate system efficiency and reliability.

This paper contributes to the advancement of FPGA-based digital signal processing by presenting
a well-rounded implementation pipeline from filter design to real-world application. Emphasis is
placed on system optimization, hardware efficiency, and the synergy between academic theory and
practical engineering.

MATERIAL AND METHODS

This section outlines the materials, tools, and procedural methodology employed for the design and
implementation of a Digital Butterworth IIR Filter using Xilinx System Generator on an FPGA platform.
The process includes filter design using MATLAB tools, simulation in Simulink, integration via Xilinx
System Generator, and deployment on an Artix-7 FPGA board.

Material
The core hardware component used in this study was the Xilinx Artix-7 FPGA development board,
which is widely recognized for its low power consumption, compact size, and suitability for digital

signal processing (DSP) applications. In addition to this, the following software environments and tools
were utilized:

*  MATLAB R2021a with Simulink: For designing and simulating the digital filter.

* Filter Design and Analysis (FDA) Toolbox: To develop and analyze the filter structure,
coefficients, and performance parameters.

* Xilinx System Generator (XSQG): A high-level tool integrated with Simulink for translating
filter designs into FPGA-synthesizable blocks.

*  Xilinx ISE Design Suite 14.7: For bitstream generation, synthesis, and FPGA programming.

All simulations and implementations were carried out on a standard computing workstation running
Windows OS with sufficient computational capacity for HDL simulation and FPGA compilation.
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Figure 1. Workflow
Filter Design and Analysis

The Butterworth filter is essential due to its flat frequency response in the passband. Important for
adjusting filters to uses, filter design specifications spell out the intended behavior by establishing
criteria such as passband and stopband frequencies, ripples, and attenuation. A second-order
Butterworth IIR low-pass filter was designed using the FDA toolbox. The primary design and the
parameters are shown below:

Filter
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Figure 2. Filter Realization in FDA
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Table 1. Filter Design Specifications

Sampling Frequency Fs 1000Hz
Filter Response Low Pass
Filter order 2
F cut-off 0.2
3db point 0.2
6db point 0.25725
Table 2. Filter Parameters
Filter Structure Direct form II
Number of sections 1
Filter Stability Stable
Linear Phase No
Design Algorithm Butter

The filter specs must be normalized with respect to the Nyquist frequency before they can be used
in the design process. The frequency at which it experience a decrease in volume by 3 dB is 200 Hz
(0.2 * 1000 Hz / 2). We convert this frequency to a normalized 3 dB frequency of 0.4 by dividing it by
the Nyquist frequency (500 Hz). Designing a stable filter is essential. All of the poles of a stable IIR
filter are within the complicated unit circle. In the complex plane, the poles of the Butterworth filter
lie on a circle of radius 1. This innate quality guarantees steadiness.

Z-Transform of Filter

We investigate the mathematical transformation that connects the input and output sequences of a 2nd
order Butterworth IIR (Infinite Impulse Response) filter by way of the Z-Transform (a useful tool for
analyzing and representing discrete-time systems like digital filters). Its transfer function may be
expressed in the Z-domain using the Z-Transform. The poles and zeros of the filter are encoded in its
transfer function, which governs its operation in the frequency and time domains. We examine the filter's
frequency response, stability, and transient response, thus having insight into the filter's future behavior,
allowing us to foresee how it will process incoming signals and how their output will change over time.

Transfer Function Equation
The polynomial in the Z-domain representing the filter's output is divided by polynomial in the Z-
domain representing the filter's input to arrive at the expression for the gain.

0.067(1 + 2z14 z2)
Hey =

1 —112z1+ 0.4162z2
For Poles and Zeros
Multiply & Dividing by Z square (eq. 4-1)

0.067(z2 + 2z+ 1)
H(z) =

z2 — 112z + 0.4162

Now to find Zeroes
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z2 + 2z+1=0
Z1=-1 722 = -1
Now to find Poles
z2 — 112z + 04162 =0
Z1=0.5714,0.299 Z2 = 0.571—;0.299
Magnitude and Angle for Conjugate poles
A set of following equations represent the magnitude and angle of conjugate poles.
Now to find
Magni't‘a'd'e'-lZ'ITVx2
+y?
IZ1 = 0.64454
Now to find Angle

y
tanf =-—
X

61 = +0.4818

6. = —0.4818

The filter coefficients were generated using MATLAB’s butter function. The designed filter's
stability was verified using a pole-zero plot, ensuring all poles were located within the unit circle.

These difference equation coefficients are the filter coefficients:

¢ Section #1

Numerator:

1
2
1
Denominator:
1
-1.998222847291841741679263577680103480816

0.998224425026400519200819871912244707346

(ain-

Figure 3. Filter Coefficients

153



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

System Generator Implementation

 JGE

Syste
ystem. FDATool Resource
Generator
Estimator
Feett N e o ot S
[lrpofted_Signal 1 3 » In »in10ut1 » Out cope
= (LI {___Out|
Gateway In Gateway Out
Signal Builder
Subsystem
Goto
' (.
m V hs
Chutt2 o A 2
u
AddSus2 g l b a >e
atl———(1)
AddSUb2, NS oo
Delgyt | ZT AddSub1
AddSub
(1143 o x2

Chiult Chult!

Delay| 1

0.4128|

CMuls.

Figure 4. Low Pass [IR Butterworth Filter in Xilinx System Generator and Sub-systems

After filter design, the implementation proceeded using Xilinx System Generator blocks in Simulink.
The system was constructed using the following XSG modules:

*  Gateway In: To convert floating-point Simulink data into fixed-point format for FPGA synthesis.
* Delay: To manage signal synchronization within the feedback loop.
* Add/Subtract: Arithmetic blocks to implement the recursive nature of the IIR filter.

* CMult (Constant Multiplier): Used to apply coefficient multiplication in both feedback
and feedforward paths.

*  Gateway Out: Converts processed fixed-point signal back to Simulink format for analysis.

Each block corresponds to specific elements in the Direct Form II IIR structure. The
coefficient values were manually inserted based on the FDA-generated results.

ECG Signal Acquisition and Noise Reduction

To validate the filter in a practical context, an ECG signal was processed using the designed Butterworth
filter. Data was obtained from the PhysioNet (PhysioBank ATM) database. The signal was first imported
into MATLAB Signal Builder via Excel. Key processing steps included:

» Signal Import from Excel.

* Real-time Simulation in Simulink.

*  Filtering using XSG-implemented.

» IR filter Comparison of pre- and post-filtered ECG signals.
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The major range of interest is between around 0.5 Hz and 40 Hz. The ECG's P-wave, QRS complex,
and T-wave all fall within this region. Atrial depolarization is represented by the P-wave, ventricular
depolarization by the QRS complex, and ventricular repolarization by the T-wave in a standard

electrocardiogram. To guarantee correct ECG interpretation, high-frequency noise over 40 Hz, such as

muscular artifacts and electrical interference, must be filtered away. Overall, it is vital for correct signal
processing and significant clinical insights to comprehend the frequency range of ECG data.

Sheet1

lapofted_Signal 1
1

Signal Builder

Hardware Implementation

Cov

FiglEe 5. Input ECG Signal in Signal Builder

The complete system was synthesized and deployed on the FPGA Artix-7 board using Xilinx ISE 14.7.
After synthesis, resource utilization was measured in terms of Look-Up Tables (LUTs), Slices: Flip-
Flops, Clock Cycles and Power Consumption (mW). The "Resource Estimator" block from XSG was

used during simulation, and on-chip FPGA reports were retrieved post-implementation.

To optimize performance and reduce power consumption, design refinements were applied:

* Direct Form II structure was preferred for its memory efficiency.

* Pipelining was avoided due to the low order of the filter.

*  Clock gating techniques were explored in Xilinx ISE 14.7 power analysis tool.

RESULTS

The designed second-order Butterworth IR filter was successfully synthesized and implemented on the
Xilinx Artix-7 FPGA board using Xilinx System Generator. This section presents the key performance
outcomes of the filter implementation, including simulation results, ECG signal processing outputs,

device utilization statistics, timing performance, and power consumption metrics.

Simulation Results and Filter Response

The filter exhibited a maximally flat magnitude response in the passband and a smooth roll-off in the
stopband. The phase response was consistent and showed minimal distortion in the passband, which is

critical for applications like ECG signal filtering.

The pole-zero diagram confirmed the filter’s stability, with all poles located within the unit circle.
Frequency and time-domain analyses were conducted using MATLAB, and the group delay remained

largely constant across the passband, confirming the preservation of phase relationships.
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Figure 6. Pole-Zero Plot and Magnitude Response of the Filter
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Figure 7. Phase Response and Grouup Delay of the Filter

We can tell if a filter is stable by looking at whether its poles are within or outside the unit circle.
The magnitude response gradually decreases as the frequency rises, illustrating the filter's efficient
attenuation of higher frequencies.

We can see how the phase shift of the filter varies with frequency by plotting the phase response.
When it comes to the time domain, distortion is kept to a minimum because of the Butterworth filter's
characteristically maximum flat magnitude response in the passband, which translates to a smooth and
consistent phase response. The group delay of a filter is revealed by its phase response analysis. Since
a 2nd order Butterworth IIR filter has a maximum flat magnitude response, the group delay should
remain essentially constant across the passband.

ECG Signal Filtering

To validate the filter in a biomedical context, ECG signal data obtained from PhysioBank ATM was
processed. The original signal contained high-frequency noise, which was significantly reduced after
passing through the implemented Butterworth filter. The filtered ECG waveform retained all significant
features (P-wave, QRS complex, T-wave) while effectively suppressing noise above the cutoff
frequency.
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Figure 8. Input ECG Signal VS Output Filtered ECG signal

Resource Utilization on FPGA

Once the design was synthesized in Xilinx ISE 14.7 and implemented on the Artix-7 FPGA, a

comprehensive report of resource consumption was generated. The following summarizes the
utilization:

Table 3. Filter Implementation Cost

Number of Multipliers

Number of adders

Number of states

Multiplication per input sample

I EILNIEL RS

Addition per input sample

Area in Terms of LUTs

As illustrated in Figure 9, the FPGA implementation utilized 3,239 out of 63,400 available LUTs, which
corresponds to only 5.1% usage. This efficient utilization confirms that the filter architecture is highly
optimized for hardware deployment. It also suggests that the design is scalable and can accommodate
additional logic or parallel processing paths within the same device.
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Figure 9. Area in Terms of LUTs

Area in Terms of Slices

As shown in Figure 10, the implemented filter utilized only 78 slices out of 126,800 available, which
translates to a remarkably low 0.06% slice usage. This result highlights the efficiency of the filter
architecture, allowing room for significant design expansion or integration with additional signal
processing components. The minimal use of slice resources directly contributes to reduced power
consumption and makes the implementation ideal for low-power, real-time systems.

126,800 =
= 80 -
Qo
1)
S 20 =
Z
10 =
0

Hl Avaiable M Used
Figure 10. Area in Terms of Slices
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Time In terms of Clock Cycles

The timing report, shown in Figure 11, demonstrates that the designed filter achieved a maximum
propagation delay of only 1.388 ns and a net skew of 0.166 ns. These values are indicative of an
efficiently routed design with excellent synchronization across logic elements. The low delay and
minimal skew confirm that the implemented filter is suitable for high-frequency operation and real-time
processing, comfortably meeting the constraints of the Artix-7 FPGA.

2.0 -
1.5 1
=
£ 10 -
@
E 05 -
e
0.1
0.166
0

M Net skew B Max delay
Figure 11. Time In terms of Clock Cycles

Power in mWatts

The power analysis, as shown in Figure 12, revealed that the total power consumption of the
implemented filter design was approximately 130.60 mW, which includes 48.28 mW of dynamic power
and 82.32 mW of static power. This level of consumption is acceptable for real-time signal processing
applications such as ECG filtering and reflects efficient design choices made in terms of structure,
timing, and resource allocation.
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Figure 12. Power in mWatts
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RTL Schematic Views

To visualize the hardware structure, RTL (Register Transfer Level) schematics were extracted. The top
module and submodules clearly represented the architecture developed in System Generator, including
the feedback paths and coefficient multipliers.

untitled1_cw

untitled1_cw

Figure 13.1. Top Module RTL Schematic Figure 13.2. Sub Module RTL Schematic

DISCUSSION AND CONCLUSION

The design and implementation of a Digital Butterworth IIR filter using Xilinx System Generator on
an Artix-7 FPGA platform have demonstrated significant efficiency in both resource utilization and
real- time signal processing performance. The primary goal of developing a power-conscious, low-
resource, and high-speed filter architecture was successfully achieved.

Discussion

The second-order Butterworth IIR filter was designed with a focus on achieving a flat passband response
and gradual roll-off in the stopband, making it highly suitable for biomedical applications such as ECG
signal denoising. The frequency response, phase characteristics, and group delay confirmed the expected
theoretical behavior, with minimal distortion and excellent time-domain integrity.

From a hardware implementation perspective, the Direct Form II structure proved highly efficient.
Only 5.1% of LUTs (3,239 out of 63,400) and 0.06% of slices (78 out of 126,800) were utilized, which
confirms that the system was implemented with optimal use of FPGA fabric. The extremely low net
skew of 0.166 ns and maximum propagation delay of 1.388 ns ensured that the design operated
comfortably under real-time constraints, allowing for high-frequency clock support and reliable
synchronous behavior.

Moreover, the measured total power consumption of 130.60 mW with 48.28 mW dynamic and 82.32
mW static, reflects the design’s energy efficiency. These metrics indicate the system's suitability for
deployment in portable or wearable health monitoring devices, where battery life and thermal
performance are critical.

The practical application using ECG signal data from PhysioBank further validated the filter’s
effectiveness. The filtered signal preserved essential waveform components (P-wave, QRS complex, T-
wave) while successfully attenuating high-frequency noise, thereby meeting medical-grade filtering
standards.
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Conclusion

This work successfully bridges the gap between theoretical DSP filter design and real-time hardware
implementation. By utilizing MATLAB, Simulink, and Xilinx System Generator, the project illustrates
a high-level yet hardware-optimized design flow that translates seamlessly into efficient FPGA
deployment.

*  The following key contributions were made:

* A practical demonstration of Butterworth IR filter design using FDA tools.

» Efficient resource mapping to FPGA hardware via Xilinx System Generator.

* Real-world signal processing validated through ECG denoising.

* Detailed analysis of power, timing, and utilization metrics confirming design excellence.

These results contribute to the growing body of research in low-power, high-performance FPGA-
based digital signal processing. The techniques and methodology presented are extendable to higher-
order filters, multi-channel systems, or adaptive filtering frameworks in future projects.
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Abstract

Food traceability has become one of the key topics in today s world. It has gained importance because
consumers are increasingly demanding food quality and safety. But how well do consumers in Albania
understand the concept of food traceability? This article provides a questionnaire conducted with
consumers in Albania, divided into 3 parts. Through this questionnaire, we gather information about
consumers’ perception of food traceability, how well they understand it, and how important it is to
them. Each result obtained is also evaluated using SPSS. In addition to consumers, we will also focus
on some of the most well-known businesses in Albania. For each of them, information is provided on
what they are what traceability they use, and the safety certifications they possess.

Keywords: Food traceability, Consumer perception, OR code, Food safety, SPSS analysis.

INTRODUCTION

Traceability has emerged as a fundamental component of modern agricultural supply chains, facilitating
the systematic tracking of products across each stage of production, processing, and distribution.
Agricultural traceability systems are designed to document critical data throughout the lifecycle of a
product—from farm to consumer. These systems enhance transparency by providing consumers with
verifiable information regarding the origin and handling of the food they consume. Moreover, they serve
a crucial role in regulatory oversight by enabling authorities to swiftly identify points of failure within
the supply chain, assign responsibility, initiate targeted recalls, and effectively mitigate economic and
public health risks.The process of traceability also brings benefits to consumers, but it depends on the
perception they have of the concept of traceability. The concept of traceability is often complex and not
easily comprehended by consumers.Researchers have tried to give a broad description to consumers ,
focusing mostly on the outcomes that traceability provides (Hobbs et al., 2005; Dickinson & Bailey,
2002).Researchers such as Hobbs et al. (2005) and Dickinson and Bailey (2002) describe traceability as
“identity preservation” and as being associated with quality and safety assurance schemes. Gellynck and
Verbeke (2001) defined traceability from the viewpoint of providing information to consumers. Wilson
and Clarke (1998) defined traceability as the information necessary to describe the production history
of a food crop and any subsequent transformations or processes that the crop might undergo on its
journey from the grower to the consumer’s plate. Finally, other researchers described traceability as a
system able to identify a product and trace its movement through its processing stages till the final
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consumer (Timon & O’Reilly, 1998; Opara & Mazaud, 2001). Consumers seem not to value traceability
information per se (Hobbs et al., 2005; Verbeke & Ward, 2005), and if provided alone does little to
reduce consumer information asymmetry with respect to credence quality attributes (Hobbs et al.,2005).
The main purpose of the study is to assess consumers’ perception of food traceability, their level of
awareness, and their interest in the subject. The study aims to identify significant differences in the
perception of food traceability among respondents from the study areaas based on gender, education
level , and age. In addition to consumers, the study will also focus on several well-known businesses in
Albania. For each business, information will be provided regarding their nature, the traceability systems
they employ, and the food safety certifications they hold.

MATERIAL AND METHODS

To assess consumer perception of food traceability in Albania, a questionnaire was conducted to gather
data. The main purpose of the study is to assess consumer awareness levels and perceptions of food
traceability. A total of 128 consumers participated in the survey which took place in outdoor markets
and squares with randomly selected consumers. The questionnaire was distributed using a hard copy.
Participation in the survey was voluntary. To achieve the particular goals, a researcher-designed
questionnaire was used in conjunction with the descriptive method for data collection. The data were
analyzed using the Statistical Package for Social Sciences (SPSS) software. The questionnaire was
structured into three distinct sections:

@) Socio-demographic data of the participants
(i1) Knowledge about food traceability

(iii))  Food product inspection before purchase by consumers

Questions concerning the respondents' sociodemographic traits were asked in the first section. Three
questions in the second section were intended to evaluate the familiarity with the concept of food
traceability and the level of trust in traceability systems and food safety information. The third part
included 9 questions focused on the participant‘s control of food products before purchase. The data
were analyzed using SPSS 20. The designed survey contained 17 questions, from which 9 contained a
S-point Likert-type questionnaire that ranges from “SD-Strongly Disagree to SA-Strongly Agree.

RESULTS

Using the Statistical Package for Social Sciences (SPSS) software, descriptive statistics were used to
examine data acquired via administrative questionnaires. These included mean, standard deviation, T-
test, and one-way ANOVA. The questionnaire's primary goal was to find out how consumers felt about
food traceability.
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Table 1. Sociodemographic characterization of the sample

Variable Groups (%)
Male 54.7
Gender Female 45.3
=<30 22.7
Age 31-59 57
>=60 20.3
Basic to middle school 0
Level of education High school 33.6
Higher education, university 66.4
<500 25
Monthly income(€) 500-1000 46.875
>1000 28.125
. 1-2 26.7
1’,_\'”!” 3-4 34.7
amily(people) 5t 387

From the 128 participants, male respondents made up 54.7% of the sample, and female respondents
made up 45.3%. Regarding the age of respondents, 22.7 % of the respondents were less than or equal to
30 years, 57 % of the respondents were between 31 and 59 years, and 20.3 % were greater than or equal
to 60 years old. The majority of the respondents had higher education (66.4%), 0% of respondents
belonged to basic to middle school, whereas 33.6% of respondents belonged to high school. Regarding
the monthly income, 25% of participants in the questionnaire earned less than 500 euros per month,
46.875 % earned 500-1000 euros per month, while only 28.125% earned more than 1000 euros. The
majority of the participants came from families with more than 5 members (38.7%), 34.7% came from
families with 3 to 4 members, while only 26.7% came from families with 1 to 2 members.

Hypotheses:

H1: There is no significant difference in the level of trust in traceability systems and food safety
information based on gender.

Reliability Statistics

Cronbach's |N of Items
Alpha

923 3

First, we measured the internal consistency of a set of three questions in the survey, and we found
Cronbach’s alpha. These questions are meant to measure the same concept. The value of Cronbach’s
alpha is 0.924, which means that the three items in our questionnaire show excellent internal consistency
and respondents answered these items in a highly consistent way.

166



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Group Statistics

Gender N Mean Std. Deviation | Std. Error Mean
Consumer’s trust level male 70 11.30 2.510 .300
when they perceive food
traceability systems and female 58 13.29 1.965 .258
food safety

Before performing a t-test, we calculated the mean, standard deviation, and standard error mean to

give an overview of how the groups compare.

Independent Samples Test

Levene's Test

for Equality of

t-test for Equality of Means

Variances
F Sig. t df Sig. Mean Std. 95% Confidence
(2- Differe | Error Interval of the
tailed) | nce [ Differen Difference
ce
Lower | Upper
Consumer’s Equal
trust level variances .698 405] -4.924 126 .000| -1.993 405 -2.794] -1.192
when they assumed
perceive food
traceability Equal
systems and variances not -5.037| 125.623 .000 | -1.993 396 | -2.776| -1.210
food safety assumed

At the 0.05 level, significant
t=-4.924 ;df=126; p<0.05

We choose the alternative hypothesis over the null hypothesis because p<0.05. The hypothesis is not
validated. The study found that there is a statistically significant gender difference in the consumer’s
trust perception level on food traceability systems and food safety.

The second hypothesis:

H2: There is no significant difference in consumers’ perception of food traceability based on gender,

education, and age.
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Then we tested the effect of three independent variables, gender, education level, and age, on
consumers’ perception. Since we tested multiple independent variables not at once, we used one-way

ANOVA.

ANOVA

Consumer's perception of food traceability based on gender

Sum of Squares [df [Mean Square |F Sig.
Between Groups K14.796 1 414.796 18.882 .000
Within Groups  [2767.946 126 21.968
Total 3182.742 127

At the 0.05 level, significant.

F=18.882; df=1&126; p<0.05, Sig=.000

First, we tested a single factor, the effect of gender. Since p<0.05, the result is statistically significant.
There is a statistically significant difference in consumers’ perception of food traceability based on
gender. This indicates that consumers' perceptions of food traceability vary significantly depending on
their gender. Consumers of different genders think differently about food traceability.

ANOVA
Consumer's perception of food traceability based on education

Sum of Squares |df Mean Square |F Sig.
Between Groups [242.940 1 242.940 10.412 .002
Within Groups  [2939.802 126 23.332
Total 3182.742 127

At the 0.05 level, significant.

F=10.412; df=1&126; p<0.05 Sig.=0.002

Then we tested the second variable, education level. Based on education level, a one-way ANOVA

showed a statistically significant variation in how consumers perceived food traceability.

ANOVA

Consumers’ perception of food traceability based on age

Sum of Squares |df Mean Square |F Sig.
Between Groups [3.959 2 1.980 .078 925
Within Groups  |3178.783 125 25.430
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Total 3182.742 |127 | | | |

At the 0.05 level, significant.
F=0.078; df=2&125; p>0.05

When we tested the third independent variable, age, the test showed the result p value
(Sig.=0925)>0.05, which means that the result is not statistically significant. Therefore, consumers'
perceptions of food traceability do not differ significantly according to statistical data, dependent on
age.

From the results obtained using ANOVA, there is a statistically significant difference based on gender
and education level in consumers’ perception of food traceability, but there is no statistically significant
difference based on age in consumers’ perception of food traceability.

BUSINESSES IN ALBANIA

Businesses in Albania generally use traceability systems and are equipped with safety certifications, but
they have not implemented technologies such as blockchain, RFID, or IoT. For this reason, businesses
need to take initiatives to apply these technologies to build trust among consumers and provide quality
and food safety.

We will develop a functional model, tailored to the reality and needs of our country. The model will
take into account the legal, technological, and operational limitations that exist within the Albanian
context (adaptation to local constraints). Coordination and interconnection with already functional and
mandatory systems in the country, such as fiscalization, AKU, etc. We will integrate it with existing
systems. Based on the chosen model and the planned integrations, a complete functional and sustainable
system for food traceability will be built.

1.KRACO:

“Capital Resources” sh.p. k, known by its brand name KRACO, is a manufacturing and distribution
company, leader in Albania in the production of teas of different formats and flavors, infusions, instant
powders for preparations of hot and cold drinks, preparations for cakes, mashed potatoes, coffee in pods,
packed sugar, etc. The start of its activity, dates back in 1997, becoming one of the pioneer Albanian
companies in the food production industry. The first product offered in 1997, when its activity started,
was packed sugar. Nowadays, Kraco branded products and private labels count for more than 130
different SKU-s which are widely used in all Albanian families, local Horeca, offices, luxury resorts,
and are also distributed in Europe, Middle East, etc. Every day nearly 600,000 KRACO products are
consumed in the Albanian & European market (Kraco,n.d.-a). Traceability, as a risk management tool,
enables us to recall products that are not fully compliant with their standards, thereby minimizing all
types of risks or dissatisfactions to our customers. The traceability system is based on four pillars:
product identification, data to trace, product routing, and traceability tools. When a safety or product
misalignment with our standards is suspected or identified, we have the cability to trace the problem
back to its source, swiftly isolate it, and prevent additional non-compliant products from reaching the
consumers. Our traceability information is based on PO (purchase orders) and lots. We are using the
traceability function based on POs for raw materials intake and lots in the actual production process.
Various data collection points are used to link all these elements together into our traceability chain. The
traceability system we have managed build, is the key to us for reassuring our customers about the
quality and safety of our products. Real-time traceability of individual units helps the complete
sequencing control throughout production lines (Kraco, n.d.-b).
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2.Erzeni:

We are committed to providing a high-quality level of products and food safety services for the
PRODUCTION, STORAGE, and DISTRIBUTION of milk-based products.These products comply
with Albanian food legislation and meet the quality and food safety standards demanded by our
consumers (Erzeni, n.d.).

Production Process of "Erzeni" Products

e Collection: We collect milk every day from around 50 villages. The areas where we collect milk
include : Berat, Kucové, Dumre-Elbasan, Fier, Lushnjé&, Rrogozhing, Lezhé, Vloré (Novoselé, Vloré
River), Mallakastér, Memaliaj, Tepelené. The new addition is the milk collection point in Gjirokastér,
where we gather milk from goats and sheep in the southern pastures of Albania. The quantity of collected
milk in these areas is increasing year after year.” (Erzeni, n.d.)

¢ Production Process: After the initial check, the milk proceeds to the acceptance department, where it
is filtered, weighed, cooled to 2°C, and directed to the acceptance warehouses according to its destination
(Erzeni, n.d)

3. Lufra:

The dairy company "Lufra" started in 1992, and our work has been improving since then. “Lufra” started
as a simple improvised workshop in one of the rooms of the house, with the limited capacity equipment
(up to 1000 liters of milk per day). Now Lufra processes over 60 tons of milk per day and is the leading
company in Albania. (Lufra, n.d.)

Milk Way

e Food: Our farmers feed the cows with natural food. This improves the milk quality, and makes it
healthy and full of nutritional values. (Lufra, n.d.)

e Farm: Farmers clean and disinfect the cow's breasts before milking. The stables are equipped with
milking rooms of modern equipment . (Lufra, n.d.)

e Transportation: The fresh milk immediately after milking is filtered and cooled to 4 ° C. This
temperature stays constant during transport by special trucks of the factory. (Lufra, n.d.)

e Factory: In the factory, the milk goes through a pasteurization process which kills pathogenic bacteria.
This is where the sterilization and the standardization of fat takes place. (Lufra, n.d.)

e Grocery Store: Pasteurized milk and its sub-products come from the farm to the factory and then to
the grocery store within 24 hours, through a well-organized logistics network. (Lufra, n.d.)

4 Beata:Company Beata Ltd. was established in 2009 in Koplik amidst the clean air of the field with
Sherebelé and fresh water flowing from the Bjeshkét in the Malésia e Koplikut. The poultry capacity is
150,000 chicken heads for production and 80,000 chicks for breeding. The production is 140,000 eggs
per day or, in other words, 51,000,000 eggs per year.

Quality: Beata eggs are a product of healthy chickens, raised on natural grains, without antibiotics and
artificial growth enhancers, enriched with omega-3, proteins, etc.

Control : Every Beata product is analyzed at the Noval laboratory, the only accredited laboratory in
Albania with the highest European standards (Beata Ltd., n.d.)
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5.Aiba : Company Aiba owns the largest poultry farm in Albania for egg production with 500,000
chicken heads and an average annual production of 110 million eggs. Established in 1994, Aiba has
gained experience and reputation in terms of quality and safety. The final product of Aiba company is
chicken eggs, for human consumption and processing in the industry. Egg production is a biological
process carried out through the breeding of chickens for eggs, ensuring food supply, providing all
necessary technical conditions, in accordance with breed, age, productivity level, etc(Aiba, n.d.) Aiba
Egg has the advantage of a 20-year experience in egg production and packaging.Aiba holds the ISO
9001:2000 quality certificate, guaranteeing consumers for our products (Aiba, n.d.)

6.Hako:

Its main activity is meat processing in over 70 types of sausages, ham and marinated products. The
company factory with a capacity of over 4000 tons of production per year employs over 200 employees
and is present with its products all over Albania. The supply of raw materials is done by domestic
distributions or by European companies. Certification related to the quality management system: ISO
9001: 2008, ISO 22000: 2005, ISO 14001: 2004, OHSAS 18001: 2007 and the HACCP food safety
system has been certified by the international company IQNET.(HAKO sh.p.k., n.d.)Today the company
has increased the range of services and is present with subsidiaries throughout Albania making
customers have the opportunity to find HAKO products at any time and as fresh as possible.(HAKO
sh.p.k., n.d.)

DISCUSSION AND CONCLUSION

Our survey indicates that the majority of Albanian consumers lack familiarity with the concept of food
traceability. Only a small percentage could accurately define it, and there is a general lack of proactive
behavior among consumers when selecting food products. This highlights an urgent need for consumer
education to foster greater awareness about the characteristics and safety of food products.

While Albanian businesses generally employ traceability systems and hold safety certifications, they
have yet to adopt emerging technologies such as blockchain, RFID, IoT, etc. The integration of these
technologies is crucial for enhancing transparency, building consumer trust, and ensuring higher
standards of food quality and safety.

In response, we recommend the development of a functional traceability model tailored to Albania’s
context. This model should respect local legal and operational constraints while enabling seamless
integration with mandatory systems such as fiscalization, AKU, etc. By implementing such a system,
Albanian businesses can advance towards a more reliable and sustainable food traceability framework
that meets both domestic and international demands.
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Abstract

Gastric cancer is characterized by high incidence and mortality rates worldwide, as well as low survival
rates due to its aggressive biological behavior and tumor heterogeneity. Among all cancer types, it ranks
fifth globally in both incidence and mortality. Approximately 95% of gastric cancers are
adenocarcinomas, with the most common subtypes being intestinal and diffuse adenocarcinomas.
Helicobacter pylori (H. pylori) infection is one of the main risk factors for gastric cancer and is
considered responsible for nearly 90% of distal gastric cancer cases globally. Gastric cancer is often
diagnosed at advanced stages due to the late onset of noticeable symptoms, however, it can be treated
with surgical resection if detected early.

ZNF518A4 is a member of the zinc finger protein family and plays a role in the transcriptional regulation
of various genes. While studies on ZNF518A have indicated critical functions in cell proliferation and
gene expression regulation, its roles in gastric cancer remain unclear.

In this study, the expression and methylation profiles of the ZNF518A gene in stomach adenocarcinoma
(STAD) were analyzed using TCGA patient data through online bioinformatics databases such as
GEPIA, TIMER, UALCAN, and SMART. Analyses conducted on both normal and tumor tissues revealed
that ZNF5184 was significantly overexpressed in tumor tissues and exhibited pronounced
hypomethylation in the promoter region. These findings suggest that ZNF5184 may play a potential role
in the development of gastric cancer through epigenetic mechanisms.

Keywords: ZNF5184 gene, gastric cancer, epigenetics, methylation

INTRODUCTION

Gastric cancer is one of the most common malignant tumors of the digestive system (Song et al., 2017).
Globally, it ranks as the fifth most frequently diagnosed malignancy and the third leading cause of
cancer-related mortality. Although a decline in the overall incidence of gastric cancer has been observed
in recent years, an alarming increase in its occurrence among younger age groups has been reported (Wu
et al., 2025).

According to data from GLOBOCAN 2020, gastric cancer accounted for approximately 800,000
deaths worldwide (Ilic and Ilic, 2022). Histopathologically, gastric neoplasms are classified into three
main subtypes: intestinal, diffuse, and indeterminate. The majority of stomach adenocarcinomas (STAD)
are of the intestinal type, typically localized in the antrum of the stomach and commonly associated with
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Helicobacter pylori infection. These subtypes generally arise sporadically and exhibit significant
differences in terms of tumor etiology and prognosis (Santos et al., 2025).

Gastric cancer has a multifactorial etiology and is closely associated with lifestyle and environmental
factors. Major risk factors include Helicobacter pylori (H. pylori) infection, low socioeconomic status,
high consumption of salted and smoked foods, inadequate intake of fruits, vegetables, and dietary fiber,
tobacco and alcohol use, physical inactivity, obesity, radiation exposure, gastroesophageal reflux
disease, a positive family history, and hereditary predisposition. Despite these known associations, the
molecular etiology of gastric cancer remains incompletely understood (Ilic and Ilic, 2022).

Patients with stomach adenocarcinoma (STAD) are often diagnosed at advanced stages due to the
presence of non-specific clinical symptoms and the lack of effective screening programs. Consequently,
the average overall survival (OS) time in individuals with metastatic disease is limited to approximately
12 months (Santos et al., 2025).

In recent years, advancements in surgical techniques, along with improvements in conventional
radiotherapy, chemotherapy, and neoadjuvant treatment approaches, have increased five-year survival
rates to over 95% in patients diagnosed with gastric cancer at an early stage. However, the low rates of
early detection lead to the majority of cases being diagnosed at advanced stages, resulting in the loss of
the optimal window for curative surgical intervention. In this context, although current treatment
strategies for advanced-stage gastric cancer have shifted toward multimodal approaches—including
combinations of neoadjuvant chemoradiotherapy, molecularly targeted agents, and immunotherapeutic
strategies (Song et al., 2017) the limited survival rates in advanced-stage gastric cancer cases highlight
the necessity of a deeper understanding of the molecular basis of the disease. In this context,
transcription factors (TFs) are proteins that bind to DNA and play a fundamental role in regulating gene
expression. Numerous transcription factors, particularly pro-inflammatory TFs and hypoxia-inducible
factors (HIFs), have been shown to play critical roles in the regulation of tumor initiation and progression
across various cancer types (Cheng et al., 2022).

ZNF518A (Zinc Finger Protein 518A) is a nuclear transcriptional regulator that contains five zinc
finger motifs. This protein has the potential to mediate interactions with molecules involved in gene
expression mechanisms that play a critical role in the development and maintenance of cellular identity
(Cheng et al., 2022). ZNF518A has also been recently reported to play a role in the formation of
heterochromatin in pericentromeric regions, which is essential for proper chromosome segregation
during mitosis and meiosis. Although its exact role in cancer remains unclear, some studies have shown
that it is associated with cell proliferation and gene regulation. In recent years, studies have demonstrated
that, in addition to genetic mutations, epigenetic alterations also play a significant role in tumor
development. Chromatin-modifying complexes are key regulators of epigenetic processes. Two major
histone methyltransferase complexes—Polycomb Repressive Complex 2 (PRC2) and the histone-lysine
N-methyltransferases EHMT2 (G9A) and EHMT1 (GLP)—promote cell type-specific gene silencing
by adding repressive post-translational modifications to histone tails at the promoters of target genes.
ZNF518A has been reported to participate in this interaction (Maier et al., 2015).

In this study, we aimed to investigate whether the ZNF518A gene could serve as a prognostic
biomarker in stomach adenocarcinoma (STAD) by analyzing its expression levels, DNA methylation
status, and association with survival outcomes using bioinformatic analysis methods.

MATERIAL AND METHODS

Gene Expression Analysis

174



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

The TIMER 2.0 database was utilized to visualize gene expression levels across various types of cancer.
The UALCAN database was employed to explore the expression of the ZNF518A gene in stomach
adenocarcinoma under different clinical and pathological parameters.

Correlation Between ZNF518A Expression and Methylation in Gastric Cancer

The SMART database was used to analyze the correlation between gene expression and DNA
methylation. Specific CpG islands were examined, and the significance of the relationship between
expression and methylation was evaluated.

Gene Methylation Analysis
The SMART database was used to compare the methylation levels of the ZNF518A gene at specific
CpG islands between normal and tumor tissues.

Survival Analyses

Kaplan-Meier curves were used to visualize survival outcomes, and log-rank tests were conducted to
determine statistical significance (KM plotter).

Statistical Analysis

The student t-test was used to analyze the expression differences in normal and tumor tissues of TCGA
samples. The Logrank test was used to compare KM survival curves and prognostic graphs of genetic
changes. Statistically significant values were considered as: ****: p <0.0001, ***: p <0.001, **: p <
0.01, *: p<0.05.

RESULTS

Our results revealed that the ZNF518A gene is significantly differentially expressed in various tumor
tissues compared to normal tissues, as analyzed using the TIMER 2.0 database. In cancer types such as
invasive breast carcinoma (BRCA), cholangiocarcinoma (CHOL), liver hepatocellular carcinoma
(LIHC), stomach adenocarcinoma (STAD), thyroid carcinoma (THCA), and uterine corpus endometrial
carcinoma (UCEC), ZNF518A expression was significantly upregulated in tumor tissues compared to
normal tissues (p < 0.001). On the other hand, no statistically significant difference in ZNF518A
expression was observed between tumor and normal tissues in prostate adenocarcinoma (PRAD), lung
squamous cell carcinoma (LUSC), and several other cancer types (p > 0.05).
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Figurel: Relative expression of ZNF518A in tumor and normal tissues.
TIMER 2.0 (http://timer.compgenomics.org/timer) was used to visualize ZNF518A expression across all cancer
types.

Red boxes represent ZNF518A expression levels in tumor tissues, while blue boxes indicate
expression levels in normal tissues. Statistical significance was indicated as follows: ****: p < 0.0001,
*E* p <0.001, **: p <0.01, *: p <0.05.

Expression of the ZNF518A Gene in Normal and Tumor Tissues in Stomach Adenocarcinoma
(STAD) and Its Expression According to Tumor Grade

Analysis using the UALCAN database revealed that the expression of the ZNF518A gene is significantly
elevated in stomach adenocarcinoma (STAD) tissues compared to normal gastric tissues. The markedly
higher average transcript levels in tumor tissues indicate that this gene is overexpressed in gastric
tumors. This finding suggests that ZNF518A may play a potential role in the pathogenesis of gastric
cancer (Figure 2).

When comparing the expression levels of the ZNF518A gene across different tumor grades (Grade
1-3) in stomach adenocarcinoma, a general trend of increased gene expression with higher tumor grade
was observed. Notably, transcript levels of ZNF518A were significantly elevated in Grade 2 and Grade
3 tumors compared to normal tissue (Figure 3).

176



http://timer.compgenomics.org/timer

I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Expression of ZNF518A in STAD based on Sample types

25 —
20 - skskosk :
15 - i

10 7

° ] e

—_—

Transcript per million

Normal Primary tumor
(n=34) (n=415)

TCGA samples

Figure 2: Comparison of ZNF518A Expression Levels in STAD Tissues Using the UALCAN Database
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Figure 3: Analysis of ZNF518A Gene Transcript Levels According to Tumor Grade

Survival Analysis

Kaplan—Meier survival curves were analyzed to evaluate the potential impact of ZNFS518A gene
expression on overall survival in patients with stomach adenocarcinoma (STAD). The analysis was
conducted using two different ZNF518A probe sets (215644 at and 244132 x_at). According to the
results obtained, patients exhibiting high levels of ZNF518A expression showed significantly poorer
overall survival, whereas individuals with low ZNF518A expression had better survival outcomes

(Figure 4).

These findings suggest that high expression of the ZNF518A gene may be associated with poor
prognosis and potentially play a significant role in tumor biology.
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Figure 4: Survival Analysis of ZNF518A in STAD Tissues.
Correlation between ZNF518A gene expression and methylation in sthomac cancer

Correlation analyses revealed statistically significant negative correlations between ZNF518A gene
expression and several CpG methylation sites. Notably, at CpG sites ¢g05953028, cgl17330833,
cg01457986, and cg19623264, increased methylation levels were associated with a marked decrease in
ZNF518A expression (Figure 5.)

These results suggest that the expression level of the ZNF518A gene may be suppressed through
epigenetic mechanisms, particularly via DNA methylation. Furthermore, the "Aggregation" analysis
also revealed a significant negative relationship between overall CpG methylation levels and ZNF518A
expression.
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Figure 5: Correlation analysis of gene expression and methylation at specific CpG sites of the
ZNF518A gene.

Comparison of Methylation Levels of ZNF518A Across Normal and Tumor Tissues in STAD

Based on the obtained results, the methylation levels of specific CpG sites associated with the ZNF518A
gene were compared between stomach adenocarcinoma (STAD) tissues and normal tissues. The analysis
revealed that methylation levels at cg20427983 and cgl15538779 were significantly decreased in tumor
tissues compared to normal tissues, indicating hypomethylation. Additionally, several CpG sites showed
p-values approaching statistical significance (e.g., cg09658147; aggregation, p = 0.051).

These findings indicate that tumor-specific hypomethylation patterns exist at certain CpG sites of the
ZNF518A gene, and that these epigenetic alterations may be associated with its overexpression.
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Figure 6: Comparison of methylation levels at CpG sites.
DISCUSSION AND CONCLUSION

In this study, the potential role of the ZNF518A gene in stomach adenocarcinoma (STAD) was evaluated
through bioinformatics-based in silico analyses, focusing on gene expression, DNA methylation, and
survival data. Analyses conducted using the TIMER 2.0 and UALCAN databases demonstrated that
ZNF518A gene expression is significantly elevated in gastric tumor tissues compared to normal gastric
tissues. This finding suggests that ZNF518A may be transcriptionally active in tumor cells and
potentially involved in tumor development.

Kaplan—Meier analyses revealed that stomach adenocarcinoma (STAD) patients with high ZNF518A
expression exhibited significantly reduced overall survival. These findings support the potential of
ZNF518A as a negative prognostic biomarker. Epigenetic analyses identified hypomethylation at several
CpG sites associated with the ZNF518A gene, and negative correlations were observed between gene
expression and methylation levels.

Although ZNF518A has not been extensively studied in the context of cancer-related mechanisms,
the present findings suggest that it may serve as a potential biomarker and an epigenetically regulated
target gene in stomach adenocarcinoma.
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Abstract

In this study, numerical simulation and machine learning based analyses were performed to determine
the ballistic properties of alumina ceramic armors. Ballistic analyses were performed at high speeds
with cylindrical bullets of different sizes on ceramic armors using Ansys autodyn software. As a result
of numerical simulations, a data set was created for the residual velocities that occur depending on the
ceramic thickness and bullet velocity. The obtained data was used to train the Multi-Layer Perceptron
(MLP) model. It was aimed to estimate the residual velocity values that occur after the bullet impact.
Bullet model, bullet velocity and ceramic thickness were selected as input parameters. The residual
velocity was evaluated as the output parameter. 70% of the data was used for training and 30% for
testing. As a result of the study, it was emphasized that MLP algorithms are an effective method in
determining the ballistic properties of ceramic armors.

Key words: (Ballistic, Artificial neural networks, Finite element method, Ansys autodyn)

INTRODUCTION

Protection against ballistic threats is of great importance in military and security fields. Traditional metal
armors are increasingly being replaced by lighter and more effective materials. In this context, ceramics
stand out in ballistic protection systems due to their high hardness, fracture toughness and low density
(Crouch, 2006). These materials are widely used especially in personal protective equipment (body
armor), armored vehicles and aviation applications. Unlike metals and polymers, ceramics are inorganic,
crystalline or amorphous materials consisting of atoms bonded together by ionic and/or covalent bonds.
These properties provide them with advantages such as high hardness, high melting point, chemical
resistance and low thermal conductivity (Richerson, 1992). However, since they are also brittle, they
can be broken without undergoing plastic deformation. The most commonly used ceramic materials in
ballistic applications are alumina, silicon carbide and boron carbide ceramics. Ceramics are used as part
of “hard-faced armor systems” to protect against kinetic energy munitions. Typically, a ceramic layer is
combined with an energy-absorbing composite or metal backing. When the ammunition shots the
ceramic, the high hardness causes the bullet core to shatter, then the energy is dissipated by the ceramic
breaking (Chen et al., 2009).

Hazell et al. (2007) analyzed the resistance of 99% pure monolithic alumina sheets against 7.62 mm
AP (armor-piercing) ammunition in their study. Their findings showed that pure alumina can destroy the
bullet core, but its effectiveness decreases if the ceramic does not have a support to limit crack
propagation after breaking.

Crouch (2006) also evaluated the performance of alumina sheets alone and stated that despite the
high hardness, the tendency to brittle fracture limits ballistic performance. In this study, it was
emphasized that resistance against penetrating bullets increased significantly as the thickness was
increased, but the optimum design in terms of weight/protection balance was important.

182



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Ben-Dor et al. (2005) studied 10 mm thick SiC sheets in a monolithic structure, and in the tests
conducted against 5.56 mm and 7.62 mm ammunition, it was observed that SiC eroded the bullet core
by erosion and then the sheet was broken into pieces with a crack network. The study showed that the
hardness of the ceramic was effective in the first stage of deformation due to the pressure it created on
the bullet.

Muscatelli et al. (2010) tested monolithic SiC sheets produced at different sintering temperatures
comparatively and reported that high density, low porosity samples provided more successful energy
absorption.

Hazen et al. (2012), in his study on boron carbide plates, stated that ceramics performed successfully
against 7.62 mm NATO ammunition thanks to their ultra-hard structure, but crack formation spread
rapidly throughout the plate after impact. The study revealed that monolithic B,C not only fragmented
the core, but also had a deflecting effect on the bullet.

Gupta et al. (2016), in his study examining the relationship between microstructure properties and
ballistic resistance of B4C ceramic plates, showed that samples with smaller grain sizes had higher crack
initiation resistance, but the progressive fracture behavior was directly related to porosity.

In this study, the effects of parameters such as ceramic thickness, bullet type and bullet velocity on
the ballistic performance of alumina material used in ceramic armor systems were investigated
comprehensively. Machine learning-based modeling techniques such as artificial neural networks
(ANN) were used to estimate the residual velocity data obtained as a result of ballistic tests and
numerical analyzes. In this way, the effects of different parameter combinations on ballistic performance
were made predictable.

MATERIAL AND METHODS

In this study, the ballistic properties of 3 different cylindrical bullets and 6 different thicknesses of
alumina ceramic armors were analyzed with the Ansys/autodyn module. Bullets used in numerical
analysis studies in the literature were used in the analyses. Bullets and armors are given in Figure 1.
Alumina material properties were assigned from the Ansys library for the ceramic material. Steel4340
material in the Ansys library was selected for the bullet. The properties of both materials are given in
Figure 2 and Figure 3.

t:10-11-12-13-14-15 mm

t

6.02x 24.78
(Naik et al., 2024)

8x25 99.6 mm

(Suetal., 2015)

12.8x 40
(Hu et al., 2022)

Figure 1. 3D models of bullets and ceramic armor
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Figure 2. Steel4340 material properties
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Figure 3. Alumina material properties
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A friction coefficient of 0.2 was assigned between the bullet and the armor. The ceramic armor was
supported by fixed support from all corners. The bullets shot the ceramics with velocities of 800, 900
and 1000 m/s. Residual velocities were obtained as a result of the analysis. The interface of the Autodyn
module where the analyses were performed is given in Figure 4.
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Figure 4. Ballistic analysis interface

® Residual velocity

Figure 5. ANN network structure

ANN modeling was performed using WEKA software with the obtained residual velocity values.
Bullet diameter, bullet velocity and ceramic thickness were used as input parameters in ANN. Different
hidden layer variations were tried. And residual velocity was selected as the output parameter. ANN
network structure is given in Figure 5.
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RESULTS

Shots were fired at 3 different speeds with 3 different cylindrical bullets against 10, 11, 12, 13, 14 and
15 mm thick alumina ceramic armor. As a result of the analysis performed with the Ansys autodyn
module, full penetration was observed for all armors for all speeds and bullets. The full penetration and
deformation in the armor are seen in Figure 6.

Before Shot After Shot

Figure 6. Views before and after shot

Table 1. ANN network structure and results for residual velocity estimation.

Model Learning Momentum Network Training Set Testing Set
No Rate Structure
R MAE  RMSE R MAE RMSE

l 0.0 0.05 3-2-1-1 09973 138072 169420 09924 241212 293373
2 0.0 0.05 3-3-1-1 09975 137789 164736 09928 245884  29.1680
3 0.0 0.05 3-4-1-1 09972 138175 169586 09926 247382 29.1946
4 0.05 0.05 3-5-1-1 09969 139286 169654 09927 24.0157 29.6293
5 0.0 0.05 3-6-1-1 09968 138175 169586 09925 249831 29.4027
6 0.0 0.05 3-7-1-1 09965 138175 169586 0.9924 242268  29.9105
7 0.1 0.1 3-2-1-1 09977 13.6341 168200 09932 237571 28.8534
8 0.1 0.1 3-3-1-1 09975 13.6229 167372 09939 23.6262  28.8796
9 0.1 0.1 3-4-1-1 09976 135371 16.8182 09932 23.6018 28.8271
10 0.1 0.1 3-5-1-1 09976 135825 167778 09933 235589 28781l
11 0.1 0.1 3-6-1-1 09979 134448 167008 09937 232923  28.7752
12 0.1 0.1 3-7-1-1 09975 135885 16.8544 09935  23.6554  28.9654
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Table 1 presents twelve separate MLP models developed as part of the ANN optimization process.
Each model was built using WEKA software with varying parameter configurations. These parameters
include the learning rate, momentum value, and the basic components of the network structure. While
the learning rate controls the learning rate of the model, the momentum value affects the update rate of
the weights, and the network structure determines the depth and complexity of the model. During the
optimization process, the performance of each model was evaluated on the test dataset. This evaluation
was made based on important error metrics such as linear correlation coefficient (R), mean absolute
error (MAE), and root mean square error (RMSE). These metrics measure the differences between the
predicted values of the model and the actual values and reveal the accuracy of the model. As a result of
the tests, it was observed that Model 13 exhibited lower error rates in terms of MAE, MAPE, and RMSE
values compared to the other models. As a result, Model 13 was determined as the most suitable model
for the MLP approach. This optimization process increased the accuracy of ballistic analyses and
contributed to improved efficiency and faster computations. The superior performance of Model 13
further highlights the potential of the MLP method in advancing ballistic analysis. Figure 7 shows the
interface of the WEKA software, where the machine learning method is implemented.

o

[ Prepeocess sty | Custer | Assocune | Setect atvbutns | Visuize | [[Preprocess [ Gumssty | Guuster | Associmte | Select struses | visustze |
Classihier Classiter

Chosse | MultitayerPerceptron L 0 1M 0 1.8 00 Chease | MtilayerPerceperon L0 1. MO |

Test eptions Classifier output Test options
(&) Use tranng set
Suppbed test set instd

® Use vireg set
) Supphed test set

) Cross-vakdaton

_J Percentage spit

More cptons

[Num) Residust velocty ./

Result st (right-click for options|

Figure 7. WEKA Software interface
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Figure 8. Residual velocity estimation results with ANN method

Figure 8 presents the residual velocity estimation results for both training and testing sets using the
ANN method. From Figure 8, it can be seen that the ANN method achieved an R value of 0.9979, a
MAE of 13.4448, and a RMSE of 16.7098 for the training set. For the testing set, the MLP method
produced an R value of 0.9937, a MAE 0f 23.2923, and a RMSE of 28.7752.
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Figure 9. Estimation errors

Figure 9 shows the residual speed estimation errors obtained using the ANN method. The error values
on the Y-axis represent the difference between the predicted and FEA residual speed values. A larger
deviation from the zero point on the Y-axis indicates poorer estimation performance, while a smaller
deviation indicates superior estimation accuracy.
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DISCUSSION AND CONCLUSION

In this study, the effects of ceramic thickness, bullet type and bullet velocity on the ballistic properties
of alumina armors were investigated. ANN, one of the machine learning methods, was also used to
estimate the residual velocity values obtained from the analyses. According to the results obtained from
the analyses:

* Full penetration was observed in all armors.

* Radial fractures occurred in ceramic armors.

* Mushrooming effect was observed in bullets.

* As the bullet diameter increases, the residual velocity value increases.

* As the bullet impact speed increases, the residual velocity value increases.
* ANN gave good results in residual velocity estimation.

* ANN optimization reduced the estimation error rate.

References

Ben-Dor, G., Dubinsky, A., Elperin, T., & Dancygier, A. N. (2005). Experimental investigation of impact
resistance of monolithic SiC armors. International Journal of Impact Engineering, 31(1), 1-20.

Chen, X., Xia, Y., Wang, Z., & Yu, J. (2009). Dynamic failure of ceramic materials under impact loading.
Journal of Materials Science, 44(14), 3703-3714.

Crouch, I. G. (2006). An investigation into the ballistic performance of ceramic plates. Engineering
Failure Analysis, 13(3), 481-492.

Crouch, L. G. (2006). Body armour—New materials, new systems. Engineering Failure Analysis, 13(3),
481-492.

Gupta, N., Mahapatra, S. S., & Sutar, M. K. (2016). Microstructural influence on ballistic resistance of
boron carbide ceramics. Materials & Design, 109, 512-520.

Hazell, P. J., Roberson, C. J., & Moutinho, M. (2007). The ballistic response of alumina tiles against
armor-piercing rounds. International Journal of Applied Ceramic Technology, 4(3), 293-299.

Hazen, T. J., Hsieh, C. C., & Ghosh, T. K. (2012). High-performance boron carbide for monolithic armor
applications. Materials Science and Engineering: A, 558, 66-73.

Hu, P, Yang, H., Zhang, P., Wang, W., Liu, J., & Cheng, Y. (2022). Experimental and numerical
investigations into the ballistic performance of ultra-high molecular weight polyethylene fiber-
reinforced laminates. Composite Structures, 290, 115499.

Muscatelli, A., Bouchet, J., & Leriche, A. (2010). Influence of sintering parameters on the ballistic
behavior of SiC tiles. Ceramics International, 36(7), 2127-2134.

Naik, M., Pranay, V., Thakur, D. G., Chandel, S., Salunkhe, S., Pagac, M., & Abouel Nasr, E. S. (2024).
Numerical investigation on effect of different projectile nose shapes on ballistic impact of additively
manufactured AlSi10Mg alloy. Frontiers in Materials, 11, 1330597.

Richerson, D. W. (1992). Modern Ceramic Engineering: Properties, Processing, and Use in Design.
Marcel Dekker Inc.

Su, B., Zhou, Z., Zhang, J., Wang, Z.., Shu, X., & Li, Z. (2015). A numerical study on the impact behavior
of foam-cored cylindrical sandwich shells subjected to normal/oblique impact. Latin American
Journal of Solids and Structures, 12(11), 2045-2060.

Conflict of Interest

The authors have declared that there is no conflict of interest.

189



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Biomechanical Analysis of Tibial Fractures Using Finite Element Method

Halil Burak MUTU'*

Tokat Gaziosmanpasa University, Department of Mechanical Engineering, 60250, Tokat, Turkiye

*Corresponding author e-mail: halilburak.mutu@gop.edu.tr

Abstract

In this study, static structural analyses were performed with the implant design made in the Ansys
Workbench program by creating a fracture model with 3 different thicknesses in the middle of the tibia
shaft. 316L SS and Ti—6A1-4V alloy materials were used as implant and screw materials. All materials
were assumed to be isotropic and linear elastic in the analysis. Axial loads from 500 N to 1000 N
simulating an adult standing on one leg were applied to the fractured tibia model to represent the body
weights of people with different kilograms. As a result of finite element analysis (FEA), the mechanical
behaviors of different implant and biomaterial combinations were compared by considering the
maximum stress values occurring in the implants and screws. It was found that the maximum stress value
in implants with 316L SS material properties was higher than the maximum stress value in Ti-6A1-4V
alloy implants.

Key words: (Biomedicine, Ansys, Finite element analysis, Static structural analyses)

INTRODUCTION

Tibial shaft fractures represent one of the most prevalent long bone injuries in adult populations,
accounting for approximately 15% of all adult fractures (Economedes et al., 2014). These injuries
frequently result from high-energy trauma, such as motor vehicle collisions or falls from significant
heights, and are associated with complex soft tissue involvement and substantial biomechanical
disruption. Due to the nature of these mechanisms, tibial diaphyseal fractures pose significant clinical
challenges not only during the acute phase but also throughout the long-term rehabilitation period.
Prolonged hospitalization, risk of delayed union or non-union, permanent functional impairment, and
elevated healthcare costs render these fractures a major concern for orthopedic trauma management.

The treatment of tibial shaft fractures involves a spectrum of both surgical and conservative
modalities. Selection of the appropriate method is highly dependent on fracture characteristics (e.g.,
pattern, location, and whether the fracture is open or closed), as well as patient-specific factors such as
age, bone quality, comorbidities, and surgeon expertise. The most commonly employed surgical
interventions include intramedullary (IM) nailing, plate and screw fixation, and external fixation. In
select low-energy, minimally displaced fracture cases, conservative management through long-leg
casting or functional bracing may be appropriate (Li et al., 2014; Beardi et al., 2008).
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Plate osteosynthesis requires careful consideration of several biomechanical variables that influence
construct stability: plate positioning (e.g., medial vs. lateral), plate span length, the number and type of
screws (locking vs. cortical, unicortical vs. bicortical), screw placement strategy, and overall implant
stiffness. These parameters collectively determine the load-sharing behavior and interfragmentary
motion at the fracture site, which are critical to the biological healing process.

In addition to experimental studies, computational approaches such as Finite Element Analysis (FEA)
have become increasingly valuable for evaluating the mechanical performance of different fixation
configurations. FEA enables detailed assessment of stress distribution, deformation, and micromotion
under physiological loading conditions, thereby providing insights into optimal implant designs and
placement strategies that are difficult to capture in vivo or through cadaveric studies (Olgar et al., 2024).

In this study, internal fixation via plate and screw constructs was employed using two widely
investigated biomaterials: Ti—6Al-4V titanium alloy and 316L stainless steel. Both materials are
extensively used in orthopedic implantology due to their favorable biomechanical and biocompatibility
properties, yet they exhibit distinct differences in elastic modulus, corrosion resistance, and
osseointegration potential.

MATERIAL AND METHODS

In this study, 3D modeling of tibia, implants and cortical screws was performed with Ansys/SpaceClaim
module and static structural analysis was performed in Ansys Workbench. All materials were assumed
to be isotropic and linearly elastic in the analysis. Two different biomaterials, Ti-6A1-4V and 316L
stainless steel, were defined for implants and cortical screws. Ti—6Al-4V alloy and 316L stainless steel
were selected as implant materials in this study because they are widely used in biomedical applications
due to their superior mechanical properties and proven biocompatibility. Ti-6Al-4V has a Young's
modulus of 114 GPa, a Poisson's ratio of 0.34 and a yield stress of 830 MPa (Oken et al., 2011). 316L
SS has a Young's modulus of 193 GPa, a Poisson's ratio of 0.28 and a yield stress of 332 MPa (Oken et
al., 2011; Mohammad et al., 2013). Tibial Cortical Bone has a Young modulus of 20 GPa, a Poisson
ratio of 0.3, and a yield stress of 120 MPa (Benli et al., 2008; Beillas et al., 2001). The mechanical
properties of all materials are shown in Table 1. Three different fractures were defined in the tibial shaft
as 2,4, and 6 mm. The implant was placed centered at the fracture center. The visual of the three different
fractures and implant placement is given in Figure 1 and the implant and cortical screw are given in
Figure 2.

Table 1. Mechanical properties of materials.
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Figure 1. Different fracture values

o
S

A

Figure 2. View of implant

Figure 3 shows the loading status and support types applied to the Tibia shaft. A total of 6 different
human weights were taken as reference, increasing by 10 kg from 50 kg to 100 kg. Structural analyzes
were performed to measure the stress values occurring in the implant by applying forces between 500
N and 1000 N.
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Figure 3. Alumina material properties

RESULTS

This study was performed using Ansys/Workbench, a powerful software for engineering simulations and
analyses. The stresses developed in the implants were investigated by applying axial compressive forces
of S00 N, 600 N, 700 N, 800 N, 900 N and 1000 N to the apex of the distal tibia in full extension. Figure
4 shows the stress values for 6 different loading conditions in 316 L implants for a 2 mm fracture gap.
Figure 5 shows the stress values for 6 different loading conditions in Ti6Al4V implants for a 2 mm
fracture gap. Figure 6 shows the stress values for 6 different loading conditions in 316 L implants for a
4 mm fracture gap. Figure 7 shows the stress values for 6 different loading conditions in Ti6AI4V
implants for a 4 mm fracture gap. Figure 8 shows the stress values for 6 different loading conditions in
316 L implants for a 6 mm fracture gap. Figure 9 shows the stress values for 6 different loading
conditions in Ti6Al4V implants for a 6 mm fracture gap.
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In FEM analyses, stress concentration was observed around the hole in the center of the plate, that
is, in the tibial fracture region. Table 2 shows the stress values for implants in 3 different fracture gaps
and 6 different loading conditions for both material groups. The lowest stress occurred in the Ti6Al4V
alloy where the fracture gap was 2 mm at 500 N loading. The highest stress occurred in the 316 L
material implant where the fracture gap was 6 mm at 1000 N loading.
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Table 2. Stress values for implants

Matenal 316 L TicAl4V

Force t=2 mm t=4 mm t=6 mm t=2 mm t=4 mm t=6 mm

S00N 330 MPa 350 MPa 363 MPa 269 MPa 276 MPa 285 MPa
600N 396 MPa 421 MPa 436 MPa 323 MPa 332 MPa 342 MPa
TO00 N 462 MPa 491 MPa 509 MPa 377 MPa 387 MPa 399 MPa
00N 528 MPa | 561 MPa | 582 MPa | 431 MPa |443MPa | 456 MPa
900N 594 MPa 631 MPa 655 MPa 485 MPa 498 MPa 513 MPa
1000 N 660 MPa 701 MPa 727 MPa 538 MPa 553 MPa 570 MPa

DISCUSSION AND CONCLUSION

In this study, Ti-—6Al-—4V alloy and 316L stainless steel material implants were used in 3 different
fracture intervals, and forces were applied from 500 N to 1000 N, increasing by 100, and the stress
values in the implants were examined.

Tiimer et al. (2020) found the maximum stress value in 316L stainless steel to be higher in the finite
element analysis they conducted with Ti-—6Al-—4V alloy and 316L stainless steel material implants.
They observed an increase in the maximum stress value as the force applied to the tibia increased. El-
Desouky et al. (2022) observed that the stress values on the implant increased as the fracture interval
increased. Titanium implants exhibited better mechanical performance than stainless steel implants. The
current study supports both studies.
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Abstract

A disaster is a serious disruption that occurs suddenly and causes damage to people, infrastructure, the
environment, and the economy, having a profound impact on society. Turkey faces disasters of varying
types and severity every year due to its geographical and geological characteristics. Since the location,
time, size, and severity of disasters cannot be predicted with certainty, effective disaster management
requires a proactive approach and a rapid, coordinated, and comprehensive response. A
multidimensional approach is needed to reduce the damage caused by disasters, mitigate their effects,
and eliminate disaster risks. Today, the increasing frequency of natural and man-made disasters and the
disorganization of infrastructure warn us that we need to develop more flexible, safe, and resilient
emergency response systems. This situation suggests the development of early warning systems that
provide information as alerts or warnings to vulnerable communities before or during disasters so that
effective and coordinated action can be taken in time to prevent and reduce losses and damage caused
by disasters. In disaster management, the emergence of secondary disasters increases the need for
technological solutions and early warning systems. These technologies include machine-learning
algorithms that can predict floods, which can be a secondary disaster, and drones that can be used to
transport the needs of people affected by disasters. In addition, artificial intelligence (Al) has made
significant progress in developing models for disaster prediction and early warning. The aim of this
research is to touch upon the importance of early warning systems based on artificial intelligence in the
management of disasters and emergencies, which are essential for our country, in the light of the
literature.

Keywords: Al-Based Emergency Response, Disaster management, Early warning system
INTRODUCTION

Disasters cause physical, socio-economic, and psychological losses, disrupting normal life and
preventing development and progress. Disasters highlight the inadequacy of society's ability to react to
and adapt to events. In our country, the most common disasters recently have been earthquakes, floods,
landslides, rockfalls, avalanches, forest fires, droughts, technological disasters, transport accidents,
environmental pollution, and migration. In addition, global epidemics, cyber threats, and climate change
can create new disaster risks in our country. The concept of disaster management includes pre-disaster
mitigation and preparation, disaster response, and post-disaster recovery efforts, as well as a wide range
of activities such as risk assessment, disaster and emergency planning, resource management, and
communication, cooperation, and coordination. Disaster management is a strategic and comprehensive
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process involving mitigation, preparation, intervention, rescue, and recovery, with the aim of protecting
vulnerable communities from potential disasters and reducing the damage they cause. Important aspects
of disaster management include reducing the risk of disaster, creating preparation plans, and taking
proactive steps before disaster strikes. From this perspective, the use of artificial intelligence in disaster
management is crucial for safeguarding the lives and property of those affected by disasters, and it will
undoubtedly be the future of disaster management (Abid et al., 2021). Our country is frequently exposed
to disasters that challenge infrastructure and development, such as mass population movements, due to
its international and geographical location. Disasters that cause serious damage should be managed using
risk-focused technologies that take into account the characteristics of the age we live in. Al-based
systems have emerged as critical enablers of smart infrastructure security, facilitating decision-making
processes in various areas such as risk assessment and disaster mitigation strategies (Bajwa, 2025). The
accurate results of Al predictions facilitate the swift identification of hazards and risks, enable a faster
response to disasters and minimise human error. Artificial intelligence-driven models facilitate risk
reduction and proactive disaster preparation by activating early warning systems for earthquakes, forest
fires, and floods (Bajwa, 2025). Al technologies help with the early detection of disasters and
emergencies, thus enabling immediate intervention. They also facilitate the rapid delivery of urgent
supplies and logistics to disaster-affected areas.

One of the main objectives of disaster and emergency management is to reduce or prevent loss of life
and property. Technological tools and applications provide effective, comprehensive, and modern
support in humanity's fight against natural and man-made disasters. Notable developments, particularly
in artificial intelligence (Al), have brought about radical changes in disaster and emergency management
(Kocaman, 2025). The use of artificial intelligence-based technologies at different stages is increasing
day by day in the fight against various disasters, such as earthquakes, floods, landslides, inundations,
hurricanes, tornadoes, tsunamis, migration, epidemics, and droughts. These technologies have become
an important tool for protecting life, property, and information in disaster management. These
technologies have been widely adopted in many areas, including trade, business, education, and health,
as part of the efforts to combat the outbreak of the SARS-CoV-2 virus (Shamman et al., 2023).
Traditional disaster and emergency response mechanisms, which mostly rely on human intervention and
require urgent decisions, often result in delays, ineffective interventions, and incorrect decisions.
Artificial intelligence-based technologies such as machine learning (ML), the Internet of Things (IoT),
deep learning (DL) and computer vision have demonstrated their potential to improve disaster
preparedness and enhance the performance of disaster and emergency responses (Kong & Woods, 2018).
They have been shown to significantly reduce infrastructure damage, loss of life and property by
facilitating better decision-making, improving situational awareness, and enabling automatic hazard
detection in disaster and emergency situations (Leszczynski, 2016). Earthquake prediction models based
on deep learning technology, for example, have successfully analysed seismic activity and provided
early warnings, thereby minimising negative impacts on human life and infrastructure (Smigiel, 2018).
Similarly, flood monitoring systems integrated with artificial intelligence use hydrological models and
remote sensing data to predict and mitigate flood risks (Yao and Wang, 2020). Such systems have greatly
enhanced the capacity of institutions responsible for disaster and emergency management to respond
proactively, thereby reducing the damage associated with disasters resulting in significant loss of life
and property (Evgrafova et al., 2022). Examining artificial intelligence-based emergency response
systems reveals significant developments in disaster prediction, industrial hazard prevention,
cybersecurity, intelligent traffic control, incident prediction and detection, and healthcare emergency
management (Bajwa, 2025).
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The Role of Artificial Intelligence in Disaster Management

Disasters and emergencies usually occur suddenly and unexpectedly. They can cause significant damage
and loss, and have adverse consequences for victims, including physical, social, emotional, and
psychological problems (Velev and Zlateva, 2023). In recent years, disasters have become more frequent
and severe all over the world. This means that disaster interventions need to be carried out more
effectively and appropriately than in previous years (Kankanamge et al., 2021). Effective management
of disasters and emergencies is crucial in reducing their negative impact on communities (Fares et al.,
2021). If rapid and effective responses to disasters cannot be provided, however, existing risks will
increase exponentially (Lee et al., 2023). In this advanced age, accurate information collected from
various sources and past disasters must be used in disaster management, especially in the risk
management phase. Recently, attempts have been made to integrate disaster management applications
with digital tools and new information technology solutions, most commonly artificial intelligence-
based applications (Tan et al., 2020). Artificial intelligence (Al) is a major innovation in the fields of
computers, electronics and information and communication technology. There is no universally accepted
definition of Al; different researchers define it in different ways (Rahmatizadeh and Kohzadi, 2024).
Artificial intelligence (Al) refers to computers or machines designed to mimic the learning, problem-
solving, and cognitive abilities usually associated with the human brain. Another definition describes
artificial intelligence as a technology that uses data with complex properties and applies various
techniques to achieve specific objectives (Wang, 2008).

The use of artificial intelligence in disaster management is expanding today. In many cases, people
benefit directly or indirectly from Al. Examples of this include using artificial intelligence-based
methods to analyse disaster-related information on social media, using artificial intelligence to
encourage information sharing in disasters, and using public cooperation and artificial intelligence-
supported game programs and simulations to increase public disaster awareness (Sun et al., 2020).
Historical disasters often reveal that emergency responses are slow and inadequate. Human capabilities
may be insufficient for processing large amounts of environmental data and using it to inform rapid
responses. Artificial intelligence is now emerging as a powerful resource for such situations. Many
organizations are researching Al to enable them to respond quickly and effectively to emergencies
(Rahmatizadeh and Kohzadi, 2024). Recent advances in artificial intelligence have given researchers
and scientists access to significantly larger and more diverse data sets. Al makes it possible to predict
natural disasters and their potential risks, offering proactive strategies for effective disaster management
(Aboualola et al., 2023). Studies on fire risk show that hybrid models excel at identifying areas at risk
of fire. Designing special programs and using machine learning models to predict evacuation times can
increase preparedness for and response to fire events (Wu et al., 2021).

Disasters have the potential to cause significant damage and socio-economic loss. Therefore, disaster
managers must proactively protect society by developing effective management strategies. Studies on
disaster management and artificial intelligence focus on using artificial intelligence to perform disaster
management quickly and effectively during the four phases of disaster management: damage reduction
and preparation, response, rescue, and recovery (Sun et al., 2020; Gupta & Roy, 2024). Gupta and Roy
(2024) conducted a review of 72 studies on the application of Al at various stages of disaster
management, including simulation, prediction, detection, and post-disaster management. The studies
suggest that Al-based systems can enhance early warning systems, optimize relief logistics, facilitate
risk communication, and support evacuation planning. The analysis focuses on the transformative
potential of Al in all phases of disaster management, from mitigation and prevention to preparedness,
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response, and recovery. As Figure 1 shows, 60% of the reviewed studies recommend using Al methods
to improve preparedness for different types of disasters. A quarter of the studies focus on the response
phase, while the remainder focus on disaster mitigation and recovery.

Response
25%

Preparedness
Application
60% of Alin

DM

Figure 1. Percentage use of Al Techniques in different phases of disaster management.

Bajwa (2025) conducted a systematic review of 424 studies and revealed significant advances in Al-
supported emergency response systems. Notable developments were observed in several areas,
including disaster prediction, instantaneous incident detection, health emergency management,
industrial hazard prevention, cybersecurity frameworks, and intelligent traffic control, as illustrated in
Figure 2. Al-powered traffic control and congestion management systems have played a vital role in
optimizing the routing of emergency vehicles, reducing transportation delays, and enhancing urban
mobility during crises. Compared to traditional emergency response models, Al-powered frameworks
have increased efficiency, automation, and decision-making accuracy significantly in many areas by
shifting from static, rule-based approaches to dynamic, real-time, adaptive systems.
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Figure 2. Applications of Al in emergency management.
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Studies of Literature on Artificial Intelligence and Disaster Conducted in Turkey

Disasters cause serious physical and economic damage to communities by destroying natural resources.
To reduce these impacts and ensure sustainable development, countries must implement strategic
disaster management supported by the latest technological developments. In the world of technology,
artificial intelligence can be used for disaster management, including predicting and preventing risks,
identifying the negative effects of possible disasters, minimizing these effects by taking the necessary
precautions, and effectively intervening in disasters. In recent years, the number of studies on artificial
intelligence and disasters has also increased in Turkey. This section of the study includes some of these
studies.

A comprehensive framework must be developed to protect against and combat disasters. Using
artificial intelligence technologies when developing and implementing the framework is important for
the efficient use of resources. Karaca (2023) aims to contribute to the process of combating disasters by
analyzing data obtained through literature reviews and archive research techniques. The research has
revealed that artificial intelligence-based technologies have significant potential in predicting disasters
and emergencies, protecting against them, and responding to disasters. It has also been concluded that
utilizing this potential would contribute greatly to the strategic disaster management process.

As time goes by and technology advances, new methods, approaches, and techniques are being
developed in disaster management. Artificial intelligence, which has many applications, is also being
used in disaster management. The aim of the study by Angin (2024) is to reveal the importance and
potential of artificial intelligence in disaster management, using examples and current global
developments. The study suggests that there is a shift from traditional disaster management approaches
to artificial intelligence-based technological disaster management. As a result, it has emerged that
artificial intelligence (Al) has great potential in disaster management. Al can be adapted to all stages of
the disaster management process, and its use is increasing, providing an up-to-date perspective on
disaster management.

Traditional methods are not sufficient to address the increasingly complex problems caused by urban
activities, which have been exacerbated by intense population growth and urbanization driven by
globalisation (Abhijeet and Samir, 2015). The increase in disasters due to global climate change has
caused problems in fundamental areas such as health, security, infrastructure, and education in urban
areas over time (Tan et al., 2020). Therefore, information technology has become essential for the
sustainable development and effective management of disasters, enabling societies to live in healthier
and safer environments. Partig¢ (2022) highlights the importance of using artificial intelligence-based
technologies to reduce or eliminate potential losses in risk management during the pre-disaster period.
The study used a qualitative research method and found that one of the fundamental building blocks of
the Modern Integrated Disaster Management system is the use of Information and Communication
Technologies (ICT). This system is sustainable, multi-stakeholder, and interdisciplinary, and yields
effective results in the long term. Additionally, artificial intelligence-based applications play a
significant role in enhancing urban resilience.

Artificial intelligence tools are used for tasks such as predicting natural disaster risks and estimating
damage, providing humanitarian aid and logistics support, analyzing social media, assessing risks,
creating disaster recovery plans, and estimating recovery costs. Significant results are obtained (Pi et
al., 2020). Thus, artificial intelligence technologies resolve the various difficulties encountered when
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implementing traditional systems. Kocaman (2025) employed qualitative research methods in his study
to examine the use of artificial intelligence applications in disaster management, investigating the
advantages these applications offer to stakeholders and actors involved in disaster and emergency
management. It was concluded that, without the necessary legal regulations at a global level supported
by various legal and criminal sanctions, most artificial intelligence applications developed for disaster
and emergency management could lead to new human-induced disasters.

Cities in Turkey with high rates of vertical construction and large populations are at risk of natural
disasters, especially earthquakes. After disasters and emergencies, it is difficult to quickly and accurately
determine the location of damaged houses. The system proposed by Tarhan et al. (2022) aims to quickly
and effectively detect damage using an artificial intelligence-based application. Thus, the location of
damaged structures caused by the disaster will be shared and recorded in the database, supporting all
subsequent activities.

Artificial intelligence (Al)-based technologies offer innovative solutions for countries frequently
exposed to and struggling with disasters, enabling rapid and effective action. The study by Simsek et al.
(2023) aims to reveal the role of Al-based systems and their application methods in disaster management
processes through a systematic literature review. The effectiveness and adequacy of these roles and
methods are also discussed, particularly in Turkey. The study revealed that Al systems can effectively
manage natural disasters and minimise logistical problems in disaster response. The systematic review
found that most disaster-related Al applications focused on earthquakes, with only a limited number of
studies addressing the prevention and management of other potential disasters.

CONCLUSION

Disasters of various types and severities occur around the world every year. These disasters have
negative physical, social, and psychological effects. As the time, place, and magnitude of disasters
cannot be predicted with certainty beforehand, it is often impossible to prevent them and their negative
effects. In this context, an approach involving rapid, comprehensive, and coordinated intervention within
the framework of pre-made plans is required for the effective management of disasters and emergencies.
Disaster management is an ongoing process involving activities such as risk analysis and assessment,
disaster and emergency planning, communication, resource management, and cooperation and
coordination. This includes damage reduction and preparation during the pre-disaster period,
intervention during the disaster itself, and recovery during the post-disaster period. Researchers and
scientists have demonstrated that artificial intelligence can be utilized for swift and efficient disaster
management, minimizing damage during the preparation phase and ensuring preparedness for disasters
and emergencies. Al can potentially enhance our disaster management capabilities in many ways, from
prediction, warning, and detection to situational assessment and monitoring of the recovery process. Al-
based early warning systems have become a critical technological component, strengthening decision-
making processes, reducing risks, and increasing the effectiveness of responses at every stage of disaster
and emergency management. They provide institutions and society with vital information by using big
data analytics, machine learning algorithms, and real-time sensor data to make predictions in advance
about the timing, magnitude, and potential impact of disasters. In a world where natural disasters are
becoming more frequent and severe, the accuracy and prevalence of early warning systems are key to
disaster preparedness. The research has revealed the transformative effect of artificial intelligence-
supported systems in disaster and emergency response. Significant improvements have been observed
in disaster prediction, emergency response management, real-time incident detection, intelligent traffic
control, hazard prevention, and cyber security. Researchers and policymakers should prioritise studies
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of disasters and emergencies that cause significant human losses and damage, and provide adequate
incentives to overcome existing barriers and improve the process.
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Ozet

Dijital ortamlarda miisteri deneyimi, gelisen teknolojilerle birlikte daha da onemli hale gelmistir.
Yenilik¢i teknolojilerle miisteri deneyimi, sirketlerin veya kurumlarin miisterilere daha iyi, daha hizli,
daha kisisellestirilmis ve daha tatmin edici hizmetler sunmak amaciyla teknolojik yenilikleri kullanma
cabasidir. Ancak tiim miisteri segmentleri teknolojiye esit diizeyde erigsememektedir ve yanls oneriler,
adaletsiz fiyatlandwmalar, egitim eksikliginden kaynaklanan platform ve yanit sistemlerinin verimsizIigi
ile sistemlerin siber giivenlik riskleri gibi sorunlar marka sadakatini azaltabilmektedir. Dijital
platformlarda etkili bir miisteri deneyimi sunabilmek icin, isletmelerin miisteri deneyimine etki eden
cesitli faktorleri dogru sekilde belirlemesi ve analiz etmesi gerekmektediv. Bu ¢alismada, miisteri
deneyimini iyilestirmeye yonelik faktorlerin etkilesimleri, DEMATEL (Karar Verme ve Cok Kriterli
Degerlendirme) yontemi ile incelenmigstiv. Arastirma, alti ana kriteri ele almistir: K1 (Optimum kullanict
deneyimi), K2 (Kesintisiz aligverig deneyimi), K3 (Dogru ve alakali oneriler), K4 (Hizli ihtiyag
cevaplama), K5 (Kullanim zorluklary) ve K6 (Siber giivenlik riskleri). Yapilan analizler sonucunda, K3
(Dogru ve alakali 6neriler) sistemdeki en etkili faktor olarak belirlenmisken, K6 (Siber giivenlik riskleri)
en fazla etkilenen faktor olarak one ¢ikmistir. Ayrica, K1 (Optimum kullanici deneyimi) hem yiiksek
etkiye sahip hem de diger faktorlerden giiclii bir sekilde etkilenmis, bu da onu sistemin merkezi bir
faktorii haline getirmistir. Bu bulgular, dijital miisteri deneyimi tizerindeki faktorlerin etkilesimini daha
iyi anlamaya yardimct olmusg ve stratejik onceliklerin belirlenmesinde onemli bir rol oynamistir. Sonug
olarak, bu analiz, dijital platformlarda miisteri deneyiminin iyilestirilmesine yonelik kaynak tahsisinde
ve iyilestirme ¢abalarinda rehberlik edecek degerli bir yol haritasi sunmustur.

Anahtar kelime: Miisteri deneyim, Dijital déniisiim, Yenilik teknolojiler, Dematel

GIRIS

Son zamanlarda, Dordiincii Endiistriyel Devrim (Endiistri 4.0) teknolojilerinin, biiyiik veri, yapay zeka
(AI), dijital ikiz, Nesnelerin Interneti (IoT) ve siber-fiziksel sistemler (CPS) gibi unsurlarmin ortaya
¢ikmasi, insanlar, sistemler, hizmetler, triinler ve sirketler arasindaki baglantiy1 giiclendirmistir. Bu
nedenle, yeni is yapma yontemleri tanitilmakta ve 6zellikle imalat sirketleri lizerinde giiclii bir etki
yaratabilir (Benitez, 2020). Bu teknolojiler, cihazlar, makineler, hizmetler ve {iriinler arasinda
etkilesimlere olanak taniyarak dijital bir doniisiim tetikler ve bdylece sirketlerin pazarlarindaki

degisimlere uyum saglama hizlarim artinr (Kim, 2023). Dijital doniistim (DT), dijital teknolojileri is
siireglerine entegre ederek verimliligi, bilgi paylasimini ve stratejik ¢evikligi artirir (Verhoef, 2021).
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Ancak, DT'nin stratejik karmagikligi, mevcut teknolojilerin kullanimi (exploitative innovation) ile yeni
teknolojilerin kesfi (exploratory innovation) arasinda bir gerilim yaratabilir. Basaril1 organizasyonlar,
hem agamali hem de devrimsel degisimlerle basa ¢ikma anlamina gelen ambidexterity (¢ift yonlii yenilik
yetenegi) gelistirmelidir (Li, 2025). Dijital doniisiim, sirketlerin is yapma bi¢imlerinde koklii
degisimlere neden olmakta; bu da {iiriin yerine hizmet odakli modellere yonelmelerine yol agmaktadir.
Dijital ve fiziksel diinyalarin birlesmesi, dijital doniisiim yolunda dijital bir girisim ile gercek
organizasyonel degisim arasindaki sinirlar1 belirsizlestirir. Ornegin, Apple ve Google gibi bilgisayar
¢Oziimii saglayicilar1 simdi saglik iiriinleri ve hizmetleri sunuyor; Qualcomm, bir yar1 iletken sirketi,
bagl bir saglik platformu gelistirdi; ve Tesla, bir otomobil iireticisi, enerji isine girdi (Szalavetz, 2022).
Ancak, dijital doniisiim sadece teknoloji ile ilgili degildir; dijital olarak daha olgunlagmis sanayi
isletmeleri, dijital teknolojilerden daha iyi yararlanmak i¢in gerekli becerilere ve organizasyonel yapiya
sahip olma egilimindedir (Ghosh, 2025). Giliniimiiziin rekabet¢i ortaminda, firmalar; miisteri
taleplerindeki sik degisimler, iiriin kalitesinin artirilmasi, operasyonlarin ¢evikligi ve verimliligi gibi
bir¢ok zorlukla karsi karsiyadir. Ayrica, miisteriler siirekli teknolojik gelismelerin farkindadir ve bu
durum beklentilerini artirmigtir. Buna bagh olarak, miisteriler daha kisa teslimat siireleriyle birlikte
yiiksek Kkaliteli, 6zellestirilmis ve yenilikgi iiriinler talep etmektedir (Gillani, 2020). Inovasyon
yetenegine sahip olan isletmeler, deger yaratma faaliyetlerinde rakiplerine gore daha basarilidir. Bu
nedenle Inovasyon yetenegi, rekabet avantaji elde etmenin 6nemli dnkosullarindan biridir (Gangwanti,
2024). Yenilik kavrami, Aslam (2020) tarafindan; yeni ya da 6nemli derecede iyilestirilmis iiriin, siireg,
pazarlama yaklasimi ya da organizasyonel yontemin kullanimina baslanmasi olarak tanimlanmisgtir.
Inovasyon performansi hem verimlilik hem de etkinlik acisindan degerlendirilir. Bu nedenle, yeni
iiriinlerin zamaninda piyasaya sunulmasi biiyiik onem tasir. Rekabet¢i pazarlarda 6ne ¢ikabilmek adina,
inovasyonun stratejik bir zorunluluk haline geldigi goriilmektedir (Aslam, 2020). Son yillarda yapay
zeka (YZ) markalarla miisteri etkilesimini doniistiirerek kisisellestirilmis pazarlama, programatik
reklamcilik ve c¢ok kanalli pazarlama gibi yeni uygulamalarm &niinii agmaktadir. Ozellikle 1:1
pazarlama stratejisi ile miisterilerin ilgi alanlarna dayali 6zellestirilmis reklamlar sunulmakta, bu da
miisteri sadakatini artirmakta ve pazarlama yatirimindan yiiksek geri doniis saglamaktadir. Ayrica dijital
reklam alanlarinda programatik reklamcilik, gercek zamanli agik artirmalarla reklamlarin otomatik satin
almmasin1 ve yerlestirilmesini saglamaktadir. Bu teknolojilerin entegrasyonu, markalarin miisteri
deneyimini daha akilli ve verimli hale getirmelerine olanak tanimaktadir (Tekin, 2024). DEMATEL
(Decision Making Trial and Evaluation Laboratory), ¢ok kriterli karar verme ortamlarinda kararlari
etkileyen degiskenler arasindaki etkilesimleri belirlemek amaciyla Cenevre Battelle Memorial Enstitiisii
tarafindan gelistirilmisti. Bu yoOntem, 0zellikle dolayli iligkileri bir sebep-sonug iliskisiyle
degerlendirerek, sistem bilesenleri arasindaki yapiy1 ve iliskileri incelemeye yardimei olur. DEMATEL
yonteminin en Onemli avantaji, karmagsik sistemlerin analizini yaparak karar alma siireglerinde
oncelikleri belirlemeyi miimkiin kilmasidir ve bu, onu diger ¢ok kriterli karar verme tekniklerinden
ayiran Onemli bir Ozelliktir (Bulgurcu, 2022). Bu c¢alismada, yenilik¢i teknolojilerin miisteri
deneyimlerine olan etkileri ele alinacak ve DEMATEL yontemi kullanilarak bu teknolojilerin hangi
faktorlerle iliskilendirilebilecegi degerlendirilecektir. Calismanin amaci, isletmelere teknolojik
yeniliklerin miisteri deneyimini iyilestirmedeki potansiyelini anlamalar1 ve dogru stratejileri
belirlemeleri konusunda yol gdsterecek bir analiz saglamaktir.

208



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

LITERATUR ARASTIRMASI
2.1. Miisteri Deneyimi Tanim ve 6nemi

Miisteri deneyimi, bir miisterinin bir firma ya da marka hakkinda ne hissettigine odaklanan 6znel bir
bakis acisidir (Gounaris, 2024). Misteri deneyimlerini olustururken, miisteriler sahip olduklari tiim
temas noktalarim ve firma hakkindaki izlenimlerini dikkate alirlar (Kranzbiihler, 2018). Miisteri
deneyimi, B2B iliski literatiiriinden ayrisir; zira bu kavram, iligkilerin sonuglarini gelistiren dinamik bir
stire¢ olarak degerlendirilmektedir (Schmitt, 2025). Miisteri kaybinin belirli bir {iriin veya hizmete dair
bilgiye dayandigint 6ne siiren statik bir bakis agisinit vurgulamistir. Elde edilen bilginin beklentileri
karsilamamas1 durumunda, tiiketiciler hayal kiriklig1 yasayabilir ve bu da onlar1 hizmeti birakmaya ya
da bagka secenekler aramaya yonlendirebilir. Yani, miisteri kayb1 yalnizca statik bir perspektiften
gerceklesmeyebilir. (Zhang, 2025). Gelismis ekonomilerde iiriin ve hizmetlerin bireysel ihtiyaglara gore
uyarlanmasi, "deneyim ekonomisi" anlayisini ortaya ¢ikarmis; bu tiir kisisellestirmenin tanitimi ise
"deneyim pazarlamasi" seklinde adlandirilmistir. Deneyim ekonomisinin yasandigi ortamda tiiketiciler
daha fazla kisisellestirilmis iiriin ve daha fazla hizmet tiiketmektedirler. Schmitt'in (1999) bir nevi
geleneksel pazarlama elestirisi olarak ilgili makalesinde, geleneksel pazarlamanin, tiiketicileri yalnizca
iiriin hizmetin fayda ve ozellikleriyle ilgilenerek karar verme asamasinda rasyonel faydayi gozeten
bireyler olarak ele almasinin bir yamlgi oldugunu belirtmektedir. Ileri siirdiigii deneyimsel pazarlamada
ise tiiketicileri, tiriin-hizmet alimi siirecinde keyif verici deneyimleri onemseyen rasyonel ve duygusal
bireyler olarak tanimlamaktadir. (Orak, 2022).

Dijital Miisteri Deneyiminin ve Onemi

Web 4.0 gelismis teknolojilerle, nesnelerin interneti, yapay zeka ve kuantum bilisimi igermektedir. Bu
dijital doniigiim siireci, is diinyasinda, toplumda ve kisisel yasamda biiyiik degisimlere yol agarken, ayni
zamanda giivenlik, gizlilik ve dijital esitsizlik gibi yeni zorluklar1 da beraberinde getirmistir. Bu nedenle,
dijitallesme siirecini anlayarak bu teknolojilerden en iyi sekilde yararlanmak dnemlidir (Varol, 2024).
Web 5.0, asirt kisisellestirme, baglama duyarli anlayis, semantik internet yapilari, dogal dil isleme
teknolojileri, akilli otomasyon sistemleri, sanal ve artirilmis gergekligin biitiinlesmesi ve dagitik yapay
zeka gibi 6zelliklerle 6ne ¢ikmaktadir. Bu yeni asama, gelismis veri analizi, yapay zeka algoritmalari ve
makine 6grenme sayesinde her kullaniciya 6zel igerik ve hizmet sunmayi hedeflemektedir (Sindhu,
2016). Teknolojinin hizli ilerlemesiyle birlikte, Web 5.0 biiylik degisiklikler yasamistir ve teknolojik
diriinler, statik yapilardan akilli etkilesimlere sahip yapilara doniigmiistiir. Nesnelerin interneti (IoT),
yapay zeka, sanal ve artirilmig ger¢eklik (VR/AR), otonom nesneler, blok zinciri ve 5G gibi yenilikg¢i
teknolojilerle donatilmis {iriin ve hizmetler, daha insan odakli yapilara doniismektedir. (Kavak, 2023).

Miisteri Deneyim ile Miisteri Sadakat Arasindaki iliski

Miisteri sadakatinin alanyazinda pek ¢ok tanimi yapilmistir. Miisteri sadakati; bireylerin belirli bir
markay1 yeniden tercih etmesi, ¢evresine tavsiye etmesi ve genel olarak markaya karsi olumlu yaklasim
sergilemesiyle tanimlanabilir. Miisteri sadakati yonetimi konusunda basarili olan bir isletme, tipki bir
miknatis gibi miisterilerini kendisine ¢ekebilmektedir. Sadakat1 yiiksek olan miisteriler, bir yandan da
reklam araci olarak isletmeye yeni miisteriler kazandirmaktadir. Misteri beklentileri memnuniyet
seviyesini belirlerken, ayni firmay1 tercih etmeye devam etmeleri onlarin bagliliginin bir gostergesidir.
Biitlin sadik miisterilerin tatmin diizeylerinin yiiksek oldugu, bunun yaninda her tatmin olan miisterinin
sadakatinin yliksek olmayabilecegi belirtilmektedir. Hizmet kalitesinin yiiksek seviyede korunmasi,
miisteri memnuniyetine ulagsmak acisindan biiyiilk 6nem tasir ve bu durum sadakatin olusumuna
dogrudan katki saglar (Aydin, 2020).
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Miisteri Deneyiminin Kisisellestirme ve Hiper KisisellestirmeTanimi

“Cogu zaman insanlar siz onlara gdsterene kadar ne istediklerini bilmezler” Bu soziiyle Steve Jobs, 1998
yilinda Business Week dergisinde, miisterilerin isteklerini ve ihtiyaglarin1 anlamanin zorluklarini
vurgulamistir. Dolayistyla kisisellestirme, miisteriyle kurulan etkilesimlerde merkezi bir rol
iistlenmektedir. Kisisellestirme triinlerin ve alisveris deneyiminin, bireysel tiiketicilerin tercihlerine
dayali olarak uyarlanmasidir. Bu, iki faktore baglidir: birincisi, saticilarin tiiketici bilgilerini toplama ve
isleme yetenegi; ikincisi ise tiiketicilerin bilgilerini paylagsma ve kisisellestirme hizmetlerini kullanma
istekliligidir (Chellappa, 2005). Hiper kisisellestirme bire bir pazarlama, 6zellestirme, miisterilestirme
ve Ozellik-le de kisisellestirme gibi bir dizi iliskisel dijital pazarlamanin yapay zeka tabanli yeni bir
evresidir. Bu baglamda Hiper kisisellestirme kavrami, Todd Lebo'nun tanimiyla, kisisellestirilmis
pazarlamanin 6tesine gegilerek kullanictya daha uygun igerik ve iiriinlerin sunulmasi amaciyla yapay
zeka ve anlik verilere dayali bir strateji olarak goriilmektedir. Bu baglamda, Kullanicilara baglamsal
olarak yiiksek oranda hedeflenmis ve kisisellestirilmis {iriinler-hizmetler, indi-rimler, teklifler ve alakali
icerikler sunulur ve tiim bunlar, dogru kanalda dogru igerikle dogru zamanda dogru kullaniciya ulastirilir
(Zengin, 2021).

Yeni Teknolojilerin Miisteri Cekmede Rolii
Metaverse Kavram

1992 yilinda Neal Stevenson’in Snow Crash adli eseri, Metaverse kavramini edebiyata kazandirmistir;
bu yapit, insanlarin sanal gerceklik teknolojileriyle dijital avatarlar aracilifiyla sanal bir ortamda
yasadig1 bir diinyay1 tasvir eder. Son zamanlarda, 6zellikle Web 5.0 devrimiyle birlikte, Metaverse’in
gelecekte yeni bir yasam formu yaratacagina dair goriisler yayginlasmaktadir (Pagaci, 2024). Metaverse,
fiziksel gercekligi dijital teknolojiyle birlestiren, Yapay Zeka (Al) ve Genisletilmis Gergeklik (XR)
teknolojilerinden yararlanarak birbirine bagl ve kapsayici ortamlarin olusturuldugu sanal bir diinyay1
ifade eder. Sanal Gergeklik (VR) ve Artirilmis Gergeklik (AR) teknolojilerini harmanlayarak
kullanicilarin sanal nesneler, insanlar ve ¢evrelerle goklu-duyusal etkilesimlerde bulunmalarina olanak
tanir (Cheng, 2022). Metaverse kavrami toplumda daha yaygin hale geldik¢e, metaverse gelistiricileri
ve platformlar1 tarafindan kullanicilarin konumu, tarama gec¢misi, kisisel tercihleri gibi ayrintili kisisel
bilgilerin toplanmasi ve kullanilmasiyla ilgili gizlilik endiseleri 6nemli bir hal almaktadir (Alkaeed,
2024).

Fijital (Phygital) Kavramm

Fijital kavrami kullanicilar ve iiriin arasinda pazarlama iletisimini olusturan fiziksel ve dijital ortamin
yeniliklerini kullanan bir sistem olusturmaktadir. "Fijital (phygital)" sozciigii, Amerikan Reklam
Ajanslan Birligi Bagkam tarafindan 2007 yilimin ilk kez kullamlmistir. Fijital terimi, iki kavramin
birlesiminden tiiremis olup, 6zellikle son yillarda artan bir sekilde kullanilmakta ve dikkat cekmektedir.
Fijital diinya, birbirlerinden kati1 simirlarla ayrilan iki farkli uzama ait (fiziksel ve dijital) iletisim
kanallarini, pazarlama igeriklerini, topluluklar birlestirerek, onlar birbirleriyle etkilesime girmeye ve
ortak hareket etmeye zorlamaktadir. Fijital, cok kanalli yapisiyla tiiketicilere hem dijital hem de fiziksel
ortamlarda biitiinciil bir deneyim sunar. Bu yaklasim, markalarin dijital platformlarla geleneksel temas
noktalarim bir araya getirerek etkili bir pazarlama stratejisi gelistirmelerine olanak tanimistir. Boylece,
tiikketicilerle daha sik temas kurulmus ve marka etkisi artirilmigtir (Cakin, 2020).
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Kaynak: Moravcikova, D. ve Kliestikova, J.(2017: 150).
Sekill: Fijital
RFID Teknologisi

Cevrimici magazalarda miisteri aligveris kaliplarin1 anlamak nispeten kolay olsa da fiziksel perakende
magazalarinda bu durum, 6zellikle kasa Oncesi miisteri davraniglarini izlemek karmasik bir siireg
oldugundan zorluk yaratmaktadir. RFID’den elde edilen faz Ol¢iimleri, miisteri aktivitelerini tespit
etmek amaciyla kullanilmis ve dikkat c¢ekici sonuglar elde edilmistir. Zhou ve ark 2017°de fiziksel
aligveris magazalar1 icin etkili pazarlama stratejileri gelistirmek amaciyla, RFID etiketleri ve
okuyuculardan olusan siber-fiziksel bir sistem kullanarak miisteri aligveris davranislarini incelemistir.
Liu ve ark. gore, standart raf tipi RFID cihazlarin1 (Commercial Off-The-Shelf- COTS) kullanarak {iriin
hareketlerini tespit eden ve miisteri davranislarini ortaya c¢ikaran yenilik¢i bir sistem olan TagBooth’u
sunmustur (Alfian, 2023).

Miisteri Deneyimlerini Sekillendiren Yeni Teknolojilerin Rolii
Yapay Zeka (AI) Kavram ve Miisteri Kisisellestirme

Yapay zeka, bir sistemin dig verileri dogru bir sekilde yorumlama, bu verilerden 6grenme ve bu
ogrenmeleri esnek adaptasyon yoluyla belirli hedeflere ve gorevlere ulasmak igin kullanma yetenegi
olarak tanimlanabilir.Yapay zeka, insan biligsel gorevlerini, ¢evreden gelen belirli bir girdi anlayisina
dayali eylemler gergeklestiren akilli ajan olarak hareket eden bir yapay yap1 seklinde taklit edebilir (Giir,
2022). Isletmeler, cesitli veri kaynaklarini; miisteri bilgileri, satis verileri, web trafigi ve sosyal medya
etkilesimlerini etkin bir sekilde yonetmektedir. Yapay Zeka ile Miisteri Iliskileri Platformlar1 (CRM)
entegrasyonu 6nemli bir role sahip. Bu entegrasyon, isletmelere veri odakli kararlar almanin yani sira,
miisteri deneyimini 6zellestirme, pazarlama faaliyetlerini optimize etme ve daha pek ¢ok islevi yerine
getirme imkan1 sunmaktadir. Ancak giliniimiiz is diinyasinda, yalnizca veri toplamak ve saklamak yeterli
degildir. Isletmeler, bu verileri ¢dziimlemek, miisteri davranislarini 6ngdérmek ve hizmet kalitesini
artirmak igin daha fazla bilgiye ihtiyag duyar. Iste bu noktada Yapay Zeka'nin (Al) CRM yazilimlariyla
entegrasyonu devreye girer (Cakir, 2024).

Sanal Gerg¢eklik (VR), Artirillmis Gerceklik (AR) ve Karmasik Gercekilik (MR) Genel Bakis

Diinyaya bakis agimizi1 gelistiren veya degistiren teknolojiye Genisletilmis Gergeklik (XR) ad1 verilir ve
bu genellikle bilgisayar metni ve grafiklerinin gercek ya da sanal ortamlara bindirilmesi veya bu
ortamlara daldirilmasiyla gergeklesir. Sanal igerigin gerg¢ek diinyaya eklenip eklenmedigine veya ger¢ek
diinyanin dijital igerige yansitilip yansitilmadigina bagl olarak, fiziksel ¢evre kullanict deneyiminin bir
pargastysa bu AR’dir; degilse VR dir. Sanal gerceklik (VR) ve artirilmig gergeklik (AR) teknolojilerinin
pazarlama, egitim ve miisteri hizmetlerinde kullanimi birgok avantaj sunmaktadir (Wedel, 2020). Sanal
gerceklik teknolojisinin dahil oldugu pazarlama kampanyalarima VR pazarlama denir. Sosyal medya
kullanimu, bir kitleyle etkilesim kurmaniza ve daha giiglii bir marka olugturmaniza yardimeci olabilir. Bu
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teknoloji ile markalar, miisterilerine mobil cihazlar1 aracilifiyla benzersiz deneyimler sunabilir
(Jayawardena, 2023). Sanal gerceklik, kullanicinin bilgisayar tarafindan simiile edilmis bir diinyada
hareket ettigi, duyusal etkilerle etkilesime girdigi bir ortamdir. Sanal gerceklik, 3D goriintiiler ve sesler
gibi teknolojilerle kullaniciy1 bir sanal diinyaya daldirmay1 amaclar. Bu diinyada kullanici, fiziksel
gerceklikten bagimsiz bir sekilde etkilesimde bulunabilir (Giileg, 2020). Karmasik Gergeklik (MR)
deneyimi, kullanicilarin gercek diinya ile etkilesimde bulunan sanal nesnelerle ¢evrelerini
birlestirmesine olanak tanir. Yani, kullanicilar gergek diinyay1 gérmeye devam ederken, ayn1 zamanda
sanal nesneleri bu gercek diinyada varmis gibi gorebilirler. MR ve VR arasindaki temel fark, VR'da
kullanicilarin tamamen sanal bir ortamda bulunmasi, ancak MR'da gercek diinya ile etkilesimin
siirmesidir (Ozdal, 2020).

Nesnelerin interneti (IoT) ve Miisteri Etkilesimi Arasindaki fliski

Internetin Nesneleri (IoT) kavramu ilk kez 1999 yilinda MIT Auto-ID merkezinin kurucu ortaklarindan
Kevin Ashton tarafindan P&G firmasinda yapilan bir sunumda ortaya atilmistir. Ashton, bu sunumda
Radyo Frekansi Tanimlama (RFID) teknolojisinin tedarik zincirinde kullanilmasiyla cihazlar arasinda
kurulacak iletisimin potansiyel faydalarina dikkat cekmistir. Insanlar, nesneler ve internet arasinda
iletisim kurulmasin1 miimkiin kilan Nesnelerin Interneti, etkin kullanimi durumunda bircok sektdrde
onemli avantajlar saglar. Ozellikle perakende sektdriinde, iiretim siiregleri ve tedarik zincirlerinde;
maliyetlerin diisiiriilmesi, yiiksek kalite, zaman verimliligi, hata payinin azaltilmasi, ¢eviklik ve daha
iyi koordinasyon gibi birgok fayda sunar. Gregory’ye (2015) gore, Nesnelerin Interneti teknolojisinin
perakende sektdriinde kullanimi; miisteri deneyimini gelistirme, tedarik zincirinin optimizasyonu ve
yeni gelir kaynaklarinin olusturulmasi gibi konularda 6nemli firsatlar sunmaktadir (Kaya, 2022).

Cok Kanallh Deneyim (Omni-channel)

Latince kokenli olan “omni” kelimesi, Tiirk¢e “tim”, "biitiinctil”, “hep”, “biitiin”, “her sey" anlamina
gelmektedir. Internet kullanimimin artmasi ve dagitim stratejilerindeki degisiklikler ile birlikte, tek kanal
yerine ¢ok kanalli stratejilerin kullanimi, igletmeler i¢in bir zorunluluk haline gelmistir. Bu strateji,
fiziksel magazalar, televizyon ve web siteleri gibi ¢esitli satis kanallarinin kullanimini igermektedir. Bu
yontemde, kanallar birbirinden bagimsiz olarak yonetilmektedir (Avsar, 2023).

Sekil 5: Omni-channel

Her kanalin kendine 6zgii avantajlar1 oldugundan perakendeciler, birden fazla dagitim kanalini
kullanarak son kullanicilara ulasmayi amaglar. Ancak, glinimiizde kullanicilar yalnizca birden fazla
kanaldan erisim saglamakla kalmayip, bu kanallar arasinda sorunsuz aligveris yapabilmek de
istemektedirler. Dijital kanallarin yiikselmesi, 6zellikle mobil internetin yayginlasmasi, kullanicilarin
kesintisiz aligveris deneyimi arayisinda 6nemli bir faktordiir (Burton, 2011). Bu degisimle birlikte, coklu
kanal stratejisinden entegre bir kanal yonetimine gegisin gozlemlendigi sdylenebilir. Entegre kanal
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yonetimi, kanallar arasindaki sinerjiyi giiclendirerek kullanici deneyimini en iist diizeye cikarmayi
amaglar (Hiiseyinoglu, 2017).

Sanal Magaza Deneyimi

Sanal magaza deneyiminin basarili 6rnekleri arasinda Trendyol, LC Waikiki, IKEA ve Nike gibi biiyiik
markalar yer almaktadir. Bu platformlar, kullanici dostu arayiizler, etkileyici gorsel icerikler ve 6zel
promosyonlarla miisteri deneyimini iyilestirmeyi hedeflemektedir. Ornegin, IKEA'nin sanal magaza
tasarimi, kullanicilarin iriinleri farkli agilardan gérmelerine ve deneyimlemelerine olanak tanirken,
Nike ve LC Waikiki de 6zel kampanya ve indirimlerle kullanicilarin ilgisini ¢ekmeyi bagarmaktadir. Bu
markalarin tasarimlari, tiiketicilerin magaza atmosferine daha fazla dahil olmalarini ve daha uzun siire
siteyi ziyaret etmelerini saglamak icin optimize edilmistir. Giiniimiizde otomotiv endiistrisi, sanal
gerceklik (VR) teknolojisini hem miisterilere hem de calisanlara yonelik kullanmaktadir. Ornegin,
SEAT, tasarimda VR kullanarak {iretim siirecinde zaman tasarrufu saglamis, iiretim hatalarini azaltmis
ve prototip tiretim siiresini %30 oraninda kisaltmistir. Toyota, CHR modelinin tanitimini VR teknolojisi
kullanarak gerceklestirmis ve boylece miisterilerine araci dijital ortamda kisisellestirme ve kesfetme
firsat1 sunmustur. Sanal showroomlar, markalarin araglarini her yerden sergileyebilmesine, miisterilerin
7/24 erisim saglamasina ve showroomlar1 360 derece gormelerine olanak tanir (Akin, 2022). Amazon
Go, geleneksel 6deme siireclerinden gegmek yerine sirada beklemeden dogrudan ¢ikis yaparak aligveris
stirecini nasil kolaylastirabilecegini teknoloji araciligryla en iyi sekilde 6rneklemektedir. Walmart ve
Target, hirsizliklar1 azaltmak igin yapay zeka destekli gozetim sistemlerinden faydalanirken, Carrefour
ve Lowe's ise RFID ve robotik teknolojilerini envanter yonetimini iyilestirmek ve kayiplar1 6nlemek
amactyla kullanmaktadir. Diger yaygin temalar arasinda, c¢alisanlarin teknolojiyle egitilmesi yer
almakta; Best Buy ve Sephora, hizmet kalitesini ve miisteri deneyimini artirmak i¢in yapay zeka destekli
asistanlar kullanmaktadir (Kalyanam, 2023). Tumi, 2021'de sanal magazasinda artirilmig gergeklik (AR)
teknolojisi kullanarak, aligveris yapanlarin evlerine gercek boyutlu iiriin gorselleri yerlestirmelerine
imkan tanimaktadir (Sucu, 2022).

Yenilik¢i Teknolojilerin Miisteriler Uzerindeki Etkileri
Optimum kullanic1 deneyimi

Oneri sistemleri, kisisellestirme siireglerinin en giiclii araglarindandir. Bu sistemler, kullanicilarin ilgi
alanlaria uygun, ancak kendi baglarina kesfetmeleri zor olan igerikleri sunar ve dogru zamanda, dogru
sayfada ilgili 6gelerle ziyaretci deneyimini iyilestirir. Oneri sistemleri, kullanici profilleri ve davranigsal
verilerle ¢alisarak, verilerin farkli kaynaklardan toplanip filtrelendigi, kaliplarin kesfedildigi bir siiregle
kisisellestirmeyi saglar (Arora, 2016). E-ticaret siteleri, mobil uygulamalar ve sosyal medya
platformlarinda yaygin olarak kullanilan bu sistemler, 6zellikle video akis platformlarinda popiiler hale
gelmistir. Ornegi, Netflix'in tavsiye sistemi, kisisellestirme stratejilerinin nasil isledigini anlamak igin
dikkate deger bir 6rnektir. Shabana Arora'ya (2016) gore, Netflix, en iyi Oneri motoruna sahip olmanmn
O6nemini kavrayarak algoritmalarin1 optimize etmek i¢in biiyiik yatirimlar yapmaktadir. 2009 yilinda,
algoritmalarinin verimliligini artirmak amaciyla bir milyon dolarlik 6diil veren bir yarisma diizenlemis
ve bu yarigsma, igerik kesif sistemlerinin gelistirilmesinde énemli bir rol oynamistir. Netflix'in tavsiye
sistemi, kisisellestirme stratejilerinin nasil igledigini anlamak i¢in dikkate deger bir 6rnektir. (Zengin,
2021).

Kesintisiz alisveris deneyimi

Cok kanalli boliimiinde bahsedildigi gibi, kisisellestirmenin olumlu yanlarimdan biri de kesintisiz
aligveristir. Cevrimici ve ¢evrimdist bir¢ok kanal sunulmasi ve tiiketicilerin bu kanallar arasinda gegis
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yapabilmesi, alisverisi kolaylastirmaktadir. Tiiketiciler, fiziksel veya sanal magazalardan {iriinler
hakkinda bilgi alabilir, fiyat farklarini karsilastirabilir ve ardindan bu kanallardan birini kullanarak
aligveris yapabilirler. Bu tiir pazarlama, “cok kanalli” veya “kanallar aras1” pazarlama bi¢imi olarak
anilmaktadir (Nie, 2019). Tiiketiciler, aligveris yolculuklar1 boyunca tiim kanallardan, fiziksel
magazalar, ¢cevrimi¢i magazalar, sosyal medya platformlar1 ve mobil uygulamalar gibi kanallardan
yararlanma imkénina sahiptir. Entegre kanal yapilari sayesinde, tiiketicilere her asamada kesintisiz bir
aligveris deneyimi sunulmasi hedeflenir. Magazalar, web siteleri ve mobil uygulamalar diizenli olarak
birbirleriyle iletisim kurarak miisterilere entegre bir aligveris deneyimi sunmaktadir (Avsar, 2023).

Dogru ve alakah oneriler

Yapay zeka destekli hiper kisisellestirme, her bireyin verilerini inceleyerek ona 6zel icerikler tiretmeyi
saglar. Bu siireg, gecmis ve gercek zamanli verilerle beslenen algoritmalar araciligryla gerceklesir. Yapay
zeka, kullanicilarin ihtiyaglarini 6grenir ve onlar1 dogru zamanda, dogru iceriklerle hedefler. Bu yontem,
kullanicilarin iiriin ve hizmet se¢imlerinde rehberlik eden gériinmeyen bir satis gorevlisi gibi islev goriir.
Oneri sistemleri, kisisellestirme siirecinin temel araglarindan biridir. Bu sistemler, zor ulasilan igerikleri
one cikararak ve dogru anda dogru bilgiyi sunarak kullanict deneyimini olumlu yonde etkiler. Kullanici
profilleri ve davranigsal veriler kullanilarak yapilan bu kisisellestirme, farkli kaynaklardan toplanan
verilerle beslenir, en alakali bilgiler filtrelenir ve kullanicilara sunulacak igerikler belirli kaliplar
dogrultusunda sekillendirilir. Bu tiir 6neri motorlari, e-ticaret siteleri, sosyal medya platformlari, mobil
uygulamalar ve 6zellikle video akis platformlarinda yaygin olarak kullanilmaktadir. (Zengin, 2021).

Ozellestirilmesi ve Hizh Thtiya¢ Cevaplama

Hizli yamit verme genellikle CRM (Miisteri iliskileri Yonetimi) sistemleri araciligiyla yapilir. Birgok
CRM sistemi, miisterilerin iletigimlerini ve taleplerini takip edip yonetmek i¢in tasarlanmistir. Ancak,
hizli yanit verme Ozelliklerinden bazilari, miisteri destek sistemleri (6rnegin, sohbet botlar1 veya
¢evrimici destek yazilimlari gibi) araciligiyla da saglanabilir. Sohbet robotlari, hizli bir sekilde sorulara
yanit verebilme ve kullanicilarin amacini anlayarak sorunlar1 ¢ézme yetenegine sahiptir. Bu, sohbet
robotlarinin teknolojiyi insan benzeri bir sekilde yansitarak insanlagmasina yol agmaktadir. Mevcut
verileri kullanarak, sohbet robotlari ¢ok ¢esitli sorular1 yanitlayabilir, tiriinleri, hizmetleri ve etkinlikleri
tanitarak potansiyel miisteriler elde edebilir, konugmalari planlayabilir ve degerli geri bildirimler alabilir.
Markalarin sosyal medya faaliyetlerinde de faydali olan bu robotlar, sosyal medya profillerinin
giincellenmesi, miisteri iletisimi ve uygun igeriklerin tespiti i¢in kullanilmaktadir. Ayrica, veriye dayali
sohbet robotlari, miisterilerin satin alma kararlarina etki ederek markanin imajin1 olumlu ydnde
etkileyebilir (Kuruca, 2022).

Miisteri kullanma Egitimi ve Miisteri Destek ve Teknik Hizmetler

Icerik tabanli egitim (Igerik Tabanli Egitim- WTE), miisterilere dijital icerik ve ¢evrimigi platformlar
araciligiyla egitim siireglerinin gergeklestirildigi bir 6grenme yontemidir. Bu yontem, igletmelere ve
organizasyonlara, miisterilerini zaman ve mekan sinirlamalar1 olmadan ¢evrimic¢i kaynaklarla egitme
imkani sunar. Bu egitim modelinde igerik, bilgisayar aglar1 araciligiyla paylasilir ve 6grenme siireci
dijital ortamda gergeklesir. WTE sistemleri, egitim iceriklerine 7 giin 24 saat erisim saglayarak,
misterilerin egitmenlerle etkilesimde bulunmalarina ve aktif bir sekilde 6grenmelerine olanak tanir.
Isletmeler ve egitmenler igin, igerik tabanli egitim pek gok avantaj sunar. (Sarag, 2011). Diger yandan,
chatbotlar1 7/24 kesintisiz destek sunarak, sik sorulan sorulari hizli bir sekilde yanitlayabilmekte ve
teknik sorunlar1 ¢6zme siireclerini hizlandirmaktadir. Bu yapay zeka tabanl araglar, miisteri taleplerine
aninda yanit vererek, miisteri memnuniyetini artirirken, destek ekiplerinin {izerindeki yiikii de
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azaltmaktadir. Konusmaya dayal1 yapay zeka teknolojileri sayesinde, iletisim siirecleri otomatik hale
getirilmis ve ¢ok sayida kullanictya 6zel deneyimler sunulabilmistir. Bu teknoloji, metin ya da ses
araciligryla misterilerle uzun siireli etkilesim imkani sunmakta, ayn1 zamanda etkilesimleri iki yonlii
hale getirecek sekilde yonlendirilebilir (Kuruca, 2022).

Miisteri Bilgi ve Siber Giivenligi Riskleri

Blockchain (blok zincir) teknolojisi, bir dizi bilgiyi, dijital islemleri veya var-liklar1 giivenli ve seffaf
bir sekilde kaydetmek, dogrulamak ve islemek i¢in kullanilan bir dagitik kayit defteri (distributed
ladger) teknolojisidir. Merkezi bir yapiya ihtiya¢ duymayan bu sistem, kullanicilar arasinda veri
paylagimini, onaymi ve gilincellenmesini miimkiin kilar. Blockchain kavrami, ilk olarak Satoshi
Nakamoto adinda bir yazarin ilk kripto para birimi olan Bitcoin tanit-tig1 Bitcoin: A Peer-to-Peer
Electronic Cash System adli makale ile ortaya ¢ik-mistir (Treibimaier, 2020). Nakamoto (2008)
tarafindan 6nerilen Blockchain teknolojisi, Bitcoin islemlerinin onaylanmasi ve ag lizerindeki defterlere
kaydedilmesi i¢in kullanilmasi1 amaglaniyordu. Kavram i¢inde gegen block ifadesi bir islem havuzunu,
islem blok'unu tarif etmekle birlikte, yine adinda gecen chain ifa-desi, zincirleme bir model olarak insa
edilen, takip edilebilen ama kirilama-yan, degistirilemeyen bir yapiy1 tarif eder (Yildiz, 2023).

MATERYAL VE YONTEM
Amaci, Kapsami ve 6nemi

Bu aragtirmanin amaci, yenilikgi teknolojilerin miisteri deneyimini gelistirmedeki etkilerini incelemek
ve bu siireci etkileyen temel faktorleri belirlemekti. DEMATEL yontemi kullanilarak; optimum
kullanict deneyimi, kesintisiz aligveris, dogru oOneriler, kisisellestirme, hizli yanit, kullanim zorluklart
ve siber giivenlik riskleri gibi faktorler arasindaki iligkiler analiz edilecektir. Arastirmanin kapsami hem
literatiir taramas1 hem de uzman gorislerine dayali veri analizlerini igermektedir. Bu ¢alismanin 6nemi,
mevcut literatiirdeki bosluklart doldurarak miisteri deneyimi konusunda daha derin bir anlayis sunmasi
ve isletmelere yenilik¢i teknolojileri etkin kullanarak miisteri memnuniyetini artirmaya yonelik
stratejiler gelistirme konusunda katki saglamasidir.

Tablo1: Kaynak Literatiir Incelemesi

2 E | g 50
E £ | s g = >
-~ Q — a =]
. — N © ] = — B
EE |2z |- |EREESE | .
23|52 |8 S22 |52
22 |82 |28 |3.53% |23
i Oc | X5 | A0S |0 >d MK | pn's
(Ilgen, 2024) * * *
(Simit, 2023) * * *
(Koyuncuoglu, 2023) * *
(Tarik Yolcu, 2024) * * *
(Belhadj, 2022) * * *
(Huseynli, 2021) * * * *
(Durum, 2018) * *
(Orak, 2022) * * *
(KURTARAN, 2022) * * * * *
(Kolukirik, 2020) * *
(HUSEYNLI, 2021) * * * *
(Agamyradova, 2024) * * * *
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(Sonmez Karapinar, 2024) * * *
(Mesele, 2024) * * * *
(Aksoy, 2023) * * *
(Agamyradova, 2024) * * * * *
(Subasi, 2023) * * * *
(TUTSAL, 2022) * * *
(Edis, 2024) * * *
(Aytekin, 2022) * *
Tablo2: Konu ve Kullanilan Teknigi Gére Makalelerin Siniflandirilmasi
Kullanilan Teknik
W | o
Yazar(lar) Konu ” % f |<TZ
AL
| < || > 1w |0
(Diwan, 2025) | Optimizing guest experience in smart hospitality:
Integrated fuzzy-AHP and machine learning for | *
centralized hotel operations with loT
(Potra, 2024) | Refining the HWWP model by merging the Kano
model’s customer requirements with AHP’s | *
specialist hierarchy for new product design
(Karasan, Customer-oriented product design using an
2022) integrated neutrosophic AHP & DEMATEL & | * *
QFD methodology
(Lin, 2008) Using AHP and TOPSIS approaches in customer- | *
driven product design process
(Zhou, 2023) | Smart experience-oriented customer requirement
analysis for smart product service system: A novel *
hesitant fuzzy linguistic cloud DEMATEL method
(Karasan, Customer-oriented product design using an
2022) integrated neutrosophic AHP & DEMATEL & | * *
QFD methodology
(Zhao, 2024) Blockchain technology in omnichannel retailing:
A novel fuzzy large-scale group-DEMATEL & *
Ordinal Priority approach
(Biiyiikselguk, | Evaluation of Industrial 10T Service Providers
2024) with TOPSIS Based on Circular Intuitionistic *
Fuzzy Sets
(Nebati, 2024) | Bankacilikta dijital donlisiim performanslarinin
karsilastirilmasi:  miisteri  perspektifinden  bir *
degerlendirme
(Nebati, 2024) | Lojistik tasimaciliginda anp ve codas yontemleri -
ile kargo firmasi se¢imi
(Nebati, 2022) | Cok Kriterli Karar Verme Yaklasimi ile E-
Ticarette Strateji Sec¢imi: Perakende Sektoriinde ok k| x
Bir Arastirma
(Oziidogru, Sigortacilik  Sektoriinde Hizmet Kalitesinin | *
2024) Degerlendirilmesi: AHP ve TOPSIS Yontemi
(Nepomuceno A knowledge-based -Qirectional multicriteria
" | framework with defuzzified subset of preferences *
2024) f . X ;
or sustainable banking strategy analysis
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Smart experience-oriented customer requirement
(Zhou, 2023) | analysis for smart product service system: A novel *
hesitant fuzzy linguistic cloud DEMATEL method

Yontem

DEMATEL (Decision Making Trial and Evaluation Laboratory) yontemi, 6zellikle karmasik sorunlarda
neden-sonug iliskilerini belirlemek ve faktorler arasindaki iligkileri analiz etmek igin kullanilan bir
yontemdir. Bu yontem, faktorlerin birbiri iizerindeki etkilerini degerlendirmek ve bu etkilerden bir
neden-sonu¢ diyagrami olusturmak amaciyla kullanilir (Fontela, 1976). Yontem 6 adimdan
olugmaktadir. The Decision Making Trial and Evaluation Laboratory (DEMATEL) Metodu; arastirmada
karmasgik ve birbirine girmis problem gruplarinin ¢6ztimiinde kullanilmas1 amaciyla 1972 ve 1976 yillart
arasinda Cenevre Battelle Memorial Enstitiisii, Bilim ve Insan Iliskileri programi tarafindan
gelistirilmistir.

DEMATEL, 6zel problematiklerin kavrayisini gelistirmek, birbirine ge¢mis problem kiimelerini ve
hiyerarsik yapida uygulanabilir ¢oziimlerin tanimlanmasina katkida bulunmak i¢in uygun bilimsel
arastirma yontemlerinin kullanilmasima onciiliik etme timidiyle gelistirilmistir. Graf teori temelli
DEMATEL metodu nedensel iligkiyi daha iyi anlamamiz1 saglayacak ilgili faktorleri sebep ve sonug
gruplarina bolerek, problemleri taslak olarak planlama ve ¢6zme imkani verir. DEMATEL metodunun
baslica avantaji uzlagsmaci sebep-sonu¢ modeli igeren dolayl iligkileri kapsamasidir. DEMATEL metodu
sistem bilesenleri arasindaki yap1 ve iligkileri veya gecerli sayida alternatifleri inceleyen etkili bir
yontemdir. DEMATEL kriterleri iligkilerin cinsi ve birbirleri {izerindeki etkilerinin énemi yoniinden
oncelik sirasina gore diizenleyebilir. Diger kriterler Ustlinde daha c¢ok etkisi olan ve yiiksek Onceligi
oldugu farz edilen kriterler, sebep kriterleri, daha ¢ok etki altinda kalan ve diisiik 6nceligi oldugu faz
edilen kriterler ise sonug kriterleri olarak adlandirilir. DEMATEL metodu birbirini takip eden 6 adimdan
olugmaktadir. 6. Adim sonunda elde edilen etki-yonlii graf diyagrami ile ¢6ziime ulasilir.

Baslangic icin Dogrudan Iliski Matrisi Olusturma

Karar vericiler, faktorlerin birbirleri tizerindeki etkilerini degerlendirmek i¢in bir puanlama yaparlar
(genellikle 0 ile 4 arasinda: 0 = hig etkisi yok, 4 = ¢ok giiclii etki). Bu degerlendirmeler sonucunda, n x
n boyutunda bir Dogrudan iliski Matrisi (X) olusturulur.

X =1[0,x12,x13, ..., xIn], [x21, 0, x23, ..., x2n], [x31, x32, 0, ..., Xx3n], ..., [xn], xn2, xn3, ..., 0]]

Sayisal Deger/Tanim

0 Etkisiz

1 Diisiik etki

2 Orta etki

3 Yiiksek etki

4 Cok yiiksek etki

Normalizasyon Matrisi Hesaplama

Dogrudan iliski matrisi (X) normalize edilir. Normalizasyon i¢in en biiyiik satir toplami veya siitun
toplamu kullanilir:
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M=kxA4 (3.2.1)
k= Min ln , ln (3.2.2)
IllaXZ ‘ag‘ IllaXZ aU.
J=l J=l
1<i<n 1<i<n

Toplam iliski Matrisi Hesaplama

Toplam iliski matrisi (T), normalize edilmis matrisin tersinin kullanilmasiyla hesaplanir: Toplam Iliski
Matrisi T T, DEMATEL’in hem dogrudan hem de dolayli etkilesimleri bir arada degerlendiren,
faktorlerin sistem icindeki etki agirliklarimi ortaya koyan ve bunlari analizine doniistiiren adimdir.

S=M+M*+ M +..=) M’
- (3.2.3)

=M(I-M)"

Etki ve Tepki Degerlerini Hesaplama
Her faktoriin toplam neden (Di) ve toplam etki (Ri) degerleri hesaplanir:

Gonderici grubu ve alici grubu hesaplanmasi matrisindeki siitunlar toplami (R), matrisindeki satirlar
toplami1 (D) olmakla beraber D-R ve D+R degerlerini kullanarak, her bir kriterin digerlerine olan etki
seviyesi ve digerleriyle iligski seviyesi belirlenir. Baz1 kriterler D-R degeri i¢in pozitif degerlere sahiptir.
Bu kriterler digerleri {izerinde daha yiiksek etkiye sahiptirler ve daha yiiksek dncelige sahip olduklari
kabul edilir. Bu tip kriterler gonderici olarak adlandirilir. D-R degeri icin negatif degere sahip olan
kriterler ise diger kriterlerden daha fazla etkilenirler. Daha diisiik dncelige sahip oldugu kabul edilen bu
kriterler alic1 olarak adlandirilir. Diger taraftan D+R degerleri her bir kriterin diger kriterlerle arasindaki
iligkiyi gosterir ve D+R degeri yiiksek olan kriterler diger kriterler ile daha ¢ok iliskilidir, diisiik olanlarin
ise digerleriyle iliskisi azdur.

S = [s, ; ]m, i,j € {1,23,...n} (3.2.4)

D= ZH:SU_ (3.2.5)
1

R= Z S, (3.2.6)
J=l

Neden-Sonu¢ Diyagrami Olusturma

Neden ve sonuglar arasindaki iliskiyi belirlemek i¢in (Di + Ri)ve(Di — Ri) degerleri kullanilir (Tseng,
M. L., & Lin, Y. H. 2009).
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Toplam iligki matrisi T = [ti ]-] elde edildikten sonra, r; = 2?:1 tijvec; = 2?:1 tj; ile her faktoriin 'etki

giicll' ve 'etkilenme giicii' hesaplanir.

Prominence ve Relation degerleri hesaplanir: P; = r; 4+ c¢;(Prominence) ve N; = r; — c;(Relation).
Esik degeri (o) belirlenir. Ornegin ortalama deger yaklasgimi: @ = (1/n?) X1, }’:1 tij

Onemli iliskiler t_{ij} > « kosuluna gore segilir, digerleri elenir.

Her faktor, x; = P; ve y; = N; koordinatlarina yerlestirilerek koordinat diizlemine aktarilir. N; > 0
olanlar 'neden’, N; < 0 olanlar 'sonu¢' grubuna ayrilir.

Koordinatlardaki faktorler arasindaki 6nemli iligkiler oklarla baglanir. Ok kalinligi veya yogunlugu ¢t;;
degerine orantili olarak ayarlanabilir.

Diyagram renk veya sembollerle gorsel olarak diizenlenir ve yorumlanir; sebep ve sonug gruplari
vurgulanarak sunuma hazir hale getirilir.

(Di + Ri): Faktoriin toplam etki derecesi (hem neden hem de etki olarak).

(Di- Ri): Pozitif ise faktor neden, negatif ise faktor sonug olarak degerlendirilir.
Kriter agirliklar1 w_i = (Di + Ri) / £ (Dk + Rk)

Neden-Sonu¢ Haritas1 Cizimi

Faktorler, (Di- Ri) ve (Di + Ri) eksenlerinde bir grafikte gosterilir. Bu harita, faktorlerin birbirleri
tizerindeki neden ve sonug iligkilerini net bir sekilde gorsellestirir.

Uygulama
Adaylarin belirlenmesi

Calismada se¢im siireci modeli olusturulduktan sonra iiniversite ve danigman firmanin ydnetici
diizeyindeki calisanlarindan olusan adaylar belirlenmistir. Bir vakif iiniversitesinde yapilan ¢alismada,
Iktisadi, Idari ve Sosyal Bilimler Fakiiltesinden uzmanlar1 uygulama ve galismalari yapan danisman
firmalarin goriisleri alinarak olusturulmustur.

Gorev Gorev tanimi Tecriibe Calisma Alimi
1 | Ogretim Dog¢.Dr. 30 Yonetim Bilesim
Uyesi
2 | Ogretim Dr. Ogretim Uyesi 25 Isletme
Uyesi
3 | Ogretim Dr. Ogretim Uyesi 35 Isletme
Uyesi
4 | Danisman Genel Miidiir-Kurucu | 37 Operasyon
5 | Danisman Genel Miudir - |40 Operasyon
Kurucu

Kritik faktorlerin Degerlendirme ortalamalari

K1 (Optimum kullanic1 deneyimi), K2 (Kesintisiz aligveris deneyimi), K3 (Dogru ve alakali 6neriler),
K4 (Hizl ihtiyag cevaplama), K5 (Kullanim zorluklari) ve K6 (Siber giivenlik riskleri). Yapilan analizler
sonucunda, K3 (Dogru ve alakali 6neriler) sistemdeki en etkili faktor olarak belirlenmisken, K6 (Siber
giivenlik riskleri tanimlanmustir.
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K1l K2 K3 K4 K5 Ké6
:Eleyimgol’ﬁmum kullamict 16 3.0 2.8 3.7 39 15
zf; eyimfesmmz alisveris | 3 ¢ 0.0 22 1.8 2.1 1.8
K3 (Dogru ve alakali 6neriler) |3.8 3.4 0.0 2.0 2.0 2.0
K4 (Hizl ihtiyag Cevaplama) 3.0 2.8 2.0 0.0 2.0:2.0
K5 (Kullanim Zorluklarr) 22 20 1.2 1.2 0.0:2.0
K6 (Siber Giivenligi riskleri) 1.0 1.2 1.2 1.0 2.8 0.0
Normalizasyon Matrisi Hesaplama
K1 K2 K3 K4 K5 K6 TOPLAM
K1 0,0000 0.2013 0.1879 0.2483 0.2617 0.1007 0.9999
K2 0.2550 0,0000 0.1477 0.1208 0.1409 0.1208 0.7852
K3 0.2550 0.2282 0,0000 0.1342 0.1342 0.1342 0.8858
K4 0.2013 0.1879 0.1342 0,0000 0.1342 0.1342 0.7918
K5 0.1477 0.1342 0.0805 0.0805 0,0000 0.1342 0.5771
K6 0.0671 0.0805 0.0805 0.0671 0.1879 0,0000 0.4831
Maksimum | 0.4831
0.9261 0.8321 0.6308 0.6509 0.8589 0.6241_
Normallestirme 0.067114
Toplam Iliski Matrisi
K1 K2 K3 K4 K5 K6
K1 [0.6458 0.7550 0.6220 0.6853 0.8145 0.5417
K2 [0.7406 0.4875 0.5174 0.5160 0.6320 0.4778
K3 [0.8022 0.7295 0.4324 0.5699 0.6810 0.5291
K4 [0.6980 0.6409 0.5029 0.4008 0.6200 0.4864
K5 |[0.5140 0.4699 0.3574 0.3690 0.3716 0.3901
K6 [0.3781 0.3605 0.2997 0.2968 0.4598 0.2234
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Neden-Sonu¢ Diyagram Olusturma

Bulgular

K3 (Dogru ve alakali 6neriler), Di-Ri degeri
en yiiksek olan kriterdir. Bu durum, K3’iin
sistemdeki en giiglii etkileyici faktdr oldugunu
ve diger kriterler lizerinde yonlendirici bir rol
iistlendigini ortaya koymaktadir. Kullanicilara
ilgili Oneriler sunulmasi,
yalnizca kullanict memnuniyetini degil, ayni
zamanda genel dijital deneyimi iyilestirmede
de dogrudan etkili olmaktadir. Bu nedenle, K3
kriterine yonelik stratejik yatirimlar ve
iyilestirmeler, sistemin geneline yayilan bir
K1
kullanict deneyimi) de pozitif Di-Ri degeriyle

zamaninda ve

pozitif etki yaratacaktir. (Optimum

etkileyici bir faktdr olarak one ¢ikmaktadir.

DEMATEL Etki Diyagrami (6 Kriter)

K1

x
S S S A

K6

-1.0 -0.5 0.5 1.0

o
o

Di - Ri

Ancak bu etkileyicilik, K3 kadar baskin degildir. Yine de kullanici deneyiminin dogrudan ve dolayli

yollarla diger kriterleri etkiledigi géz oniinde bulunduruldugunda, K1’in sistemdeki merkezi rolii

yadsinamaz. K6 (Siber giivenlik riskleri), Di-Ri degeri en diisiik olan kriterdir. Bu durum, K6 nin

sistemde en fazla etkilenen ve dis faktorlere en duyarli unsur oldugunu gostermektedir. Giivenlik
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aciklari, genellikle sistemdeki diger zayifliklardan kaynaklanmakta ve dogrudan kontrol altina
alimmadan iyilestirilememektedir. Benzer sekilde K5 (Kullanim zorluklari) da negatif Di-Ri degeriyle
sistemin pasif ve dissal etkilerden daha ¢ok etkilenen kriterlerinden biri olarak degerlendirilmektedir.
K2 (Kesintisiz aligveris deneyimi) ve K4 (Hizl ihtiya¢ cevaplama), Di-Ri degerleri sifira yakin olup,
sistemde hem etkileyen hem de etkilenen bir denge i¢inde rol almaktadir. Bu denge, bu iki kriterin
sistemde daha stabil ve destekleyici islevler gordiigiinii gostermektedir. Sonug olarak, K3 ve K1 gibi
giiclii etkileyici kriterlerin onceliklendirilmesi, 6zellikle K5 ve K6 gibi kirillgan kriterler iizerinde
tyilestirici etkiler saglayacaktir. Sistem ici dengelerin siirdiiriilebilir sekilde korunmasi i¢in etki-tepki
zincirinin dikkatle yonetilmesi gerekmektedir.

SONUC

K3 (Dogru ve alakali 6neriler), Di Ri degeri pozitif ve oldukca yiiksek oldugundan, sistem iizerinde en
giiclii etkileyici faktorlerden biri olarak 6ne ¢ikmaktadir. Bu durum, 6nerilerin dogrulugunun ve alaka
diizeyinin, kullanic1 deneyimini dogrudan iyilestiren kritik bir etken oldugunu gostermektedir. K3’iin
giiclendirilmesi, diger kriterlere olumlu yénde yansiyacaktir. Ozellikle K1 (Optimum kullanict
deneyimi) ve K4 (Hizli ihtiya¢ cevaplama) gibi faktorler, dogru Onerilerin saglanmasiyla dogrudan
etkilenecektir. Bu nedenle, Oneri sistemlerinin gelistirilmesi ve kullanici verilerine dayali daha dogru
oneriler sunulmasi stratejik bir 6neme sahiptir. K1 (Optimum kullanic1 deneyimi), sistemdeki énemli
etkenlerden biridir ve K3 gibi etkileyici faktorlerin iyilestirilmesi, kullanici deneyimini hizla artiracaktir.
Ayni sekilde, K4 (Hizli ihtiyag cevaplama) ve K2 (Kesintisiz aligveris deneyimi) gibi destekleyici
faktorler, K1’in etkisini giiglendirecek ve genel sistem performansina katki saglayacaktir. Diger taraftan,
K6 (Siber giivenlik riskleri) ve K5 (Kullanim zorluklari), sistemin zayif noktalar1 arasinda yer almakta
olup, bu faktorler daha diisiik etki degerlerine sahiptir. Ancak, bu faktorler sistemdeki aksakliklari
tetikleyen kritik unsurlar oldugu i¢in, K3 ve K1 gibi etkili faktorlerin iyilestirilmesi, K5 ve K6’daki
riskleri azaltacaktir.

Grafikte, kriterler arasindaki etkileri gorsellestiren diyagramda, K3 (Dogru ve alakali 6neriler) ve K1
(Optimum kullanici deneyimi) gibi giiglii etkenlerin sistemdeki genel performansi dogrudan etkiledigi,
K6 (Siber giivenlik riskleri) ve K5 (Kullanim zorluklar) gibi faktorlerin ise disaridan gelen etkilere daha
fazla bagiml oldugu goriilmektedir. K3 ve K1 gibi faktorlerin iyilestirilmesi, sistemin tiim ydnlerine
pozitif bir geri bildirim yaratacaktr.
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Abstract

This study explores the impact of digital technologies on middle school students’ understanding of
human rights and their legal awareness. The primary aim is to identify the effectiveness of digital
educational tools in shaping legal consciousness and to evaluate their pedagogical value. A
questionnaire survey method was employed, involving 5th and 6th grade students from schools in
Bishkek. The results revealed that social platforms were the main sources of legal information, and that
visual and interactive formats were more effective in fostering legal awareness compared to traditional
methods. The study concludes by emphasizing the necessity of systematically integrating digital
educational tools into human rights education.

Key words: Digital technologies, Legal awareness, Human rights, middle school students, educational
tools

INTRODUCTION

Digital technologies, as a hallmark of the 21st century, have profoundly permeated all facets of human
life, including education, healthcare, economy, and the legal sphere. Particularly in the educational
context, these technologies have significantly reshaped the ways in which youth access information,
perceive the world, develop consciousness, and form civic attitudes. Modern students increasingly rely
on smartphones, tablets, and social media rather than traditional information sources, necessitating a
transformation in the methods used for delivering legal education (Filippov, 2021).

Human rights education plays a pivotal role in fostering an active and informed citizenry. Effective
citizenship develops when individuals clearly understand their rights, responsibilities, and societal roles,
a process ideally initiated in early schooling. However, traditional approaches to legal education often
rely on formal, monotonous methods that fail to engage young learners, leading to superficial legal
consciousness limited to mere legal definitions (Sydykova, 2022).

Digital technologies offer significant potential to revolutionize both the content and delivery methods
of legal education. Formats such as YouTube videos, TikTok-style clips, interactive applications, and
educational games generate interest among youth, making the legal concepts "lively" and practically
relatable. Methods such as gamification, case-based scenarios, and quizzes can deepen legal
understanding through emotional engagement, sensory experiences, and practical activities, surpassing
traditional textbooks and lectures in efficacy (Nazarova & Toktogulov, 2023).

Nevertheless, the vast abundance of online content presents both opportunities and risks. Digital
content related to legal education can vary significantly in quality, reliability, and pedagogical
appropriateness. Platforms such as social media often simplify legal concepts, presenting them in
populist or manipulative forms that can distort students' perceptions and understanding (Niyazalieva,
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2022). Therefore, ensuring high-quality, credible, and methodologically sound content becomes critical
in digitally-mediated legal education.

Previous studies highlight that young people seek easily accessible, engaging legal information.
When conventional teaching methods fail to capture students' attention, interactive formats like short
videos or digital games can significantly enhance their engagement and comprehension (Holmes et al.,
2023; Jongsermtrakoon & Nasongkhla, 2015). Consequently, utilizing digital platforms for delivering
legal education is not merely an innovation but an essential adaptation to contemporary educational
realities.

This research addresses precisely this context, aiming to examine how digital technologies impact
legal consciousness among middle school students, identify the most effective digital tools, and clarify
necessary pedagogical conditions. Empirical data collected via questionnaire surveys among 5th and
6th-grade students provide direct insights into their attitudes towards legal content, information retrieval
methods, and interest in digital tools. Ultimately, this study aims to produce concrete recommendations
for integrating digital technologies effectively into legal education practices.

Thus, understanding the intersection between digital technology and legal education is vital for
developing strategies that enhance students’ legal awareness and critical thinking, ensuring they become
informed and active participants in a digital and democratic society.

MATERIAL AND METHODS
Material

The primary materials used for this study consisted of educational digital content, including interactive
videos, animations, mobile applications, and online platforms commonly accessed by middle school
students. Specific digital platforms analyzed in the study included YouTube, TikTok, Instagram, and
various educational mobile apps dedicated to legal education and human rights topics. Additionally,
official textbooks and teaching guidelines from Kyrgyzstan's Ministry of Education were reviewed to
provide a comparative framework against digital educational tools.

Relevant theoretical and empirical literature was also extensively reviewed to build a comprehensive
conceptual basis for the study. Primary sources included research papers and reports examining digital
technologies' effectiveness in educational contexts, specifically in legal awareness and human rights
education. Key sources included studies by Filippov (2021), Sydykova (2022), Nazarova and
Toktogulov (2023), Holmes et al. (2023), Niyazalieva (2022), Jongsermtrakoon and Nasongkhla (2015),
Corradini and Nardelli (2020), and Poblet and Kolieb (2018).

The Collection of the Data

The data collection was carried out using a structured questionnaire designed specifically for this
research. The survey was administered in February 2025 to a total of 30 middle school students (15 boys
and 15 girls) from 5th and 6th grades at selected schools in Bishkek, Kyrgyzstan. Prior to data collection,
written consent was obtained from parents or legal guardians to ensure ethical compliance. Students'
anonymity and confidentiality were strictly maintained throughout the study.

The questionnaire comprised four thematic blocks:

e Legal awareness level: Students' understanding of the concepts of "rights" and "human rights,"
including their ability to provide relevant examples.
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e Sources of legal information: Where students typically obtained their information about human
rights and legal topics, including options like teachers, family, internet sources, social media,
YouTube, and TikTok.

¢ Frequency and purpose of digital tools usage: How often students utilized digital technologies
and their motivations for accessing legal information through these platforms.

e Response to digital legal content: Students' reactions and attitudes towards digital educational
tools such as animations, interactive games, and case-based methods for legal education.

Questions were structured to suit the developmental and cognitive abilities of middle school students,
employing simple and clear language. The survey consisted of multiple-choice questions, "yes/no"
options, and open-ended questions designed to capture qualitative responses reflecting students’ genuine
opinions and experiences.

Statistical Analysis

The collected data were analyzed using a combination of quantitative and qualitative methods.
Quantitative data were processed using descriptive statistical methods, providing frequency
distributions, percentages, and graphical visualizations such as bar charts and pie diagrams to illustrate
clearly how students responded to each survey item.

For qualitative data analysis, thematic content analysis was employed to categorize open-ended
responses and highlight common themes, attitudes, and perceptions regarding digital legal education
content. This analysis aimed to identify underlying patterns in students' preferences and critical views
on digital tools, contributing nuanced insights to complement quantitative findings.

The statistical package SPSS (Statistical Package for Social Sciences, version 26.0) was used for
processing quantitative data, ensuring accuracy and reliability in the presentation of results.
Triangulation of quantitative and qualitative findings was applied to enhance the robustness and
credibility of the study outcomes.

Through these comprehensive methodological approaches, the research aimed to clearly delineate
the effectiveness and practical implications of digital educational technologies in shaping legal
consciousness among middle school students.

RESULTS

The findings of the study reveal significant insights into the role of digital technologies in shaping legal
awareness among middle school students. The results are presented thematically, based on the structure
of the questionnaire, and supported by descriptive statistics and qualitative observations.

1. Sources of Legal Information

Students were asked where they primarily obtain legal or human rights-related information. The
responses were distributed as follows:

Source of Information Number of Students||Percentage (%)
TikTok / YouTube 14 46.7%
Teachers / School Lessons |8 26.7%
Family Members 5 16.7%
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Source of Information Number of Students||Percentage (%)
No Interest / No Knowledge |3 10.0%
Interpretation:

These results confirm that nearly half of the students rely on informal video-based platforms such as
TikTok and YouTube as their primary source of legal knowledge. In contrast, only a quarter of students
cited teachers as their main source. This reflects the growing dominance of digital platforms in youth
information culture, aligning with findings by Filippov (2021) and Niyazalieva (2022).

2. Level of Awareness of Human Rights Concepts

Students’ understanding of human rights was assessed through self-evaluation and definition-based

questions.

Level of Understanding Number of Students|Percentage (%)
Good Understanding 10 33.3%

General but Limited Knowledge|[12 40.0%

Poor or No Understanding 8 26.7%
Interpretation:

Only one-third of the students demonstrated a solid understanding of human rights, while the remaining
students either had vague knowledge or none at all. These results underscore the importance of adapting
legal education content to students’ cognitive levels and media preferences, as also argued by Sydykova
(2022) and Nazarova & Toktogulov (2023).

3. Frequency of Using Digital Tools

The survey also explored how frequently students engage with digital technologies, which correlates
with their exposure to legal information in digital formats.

Frequency of Use |[Number of Students||Percentage (%)
Daily 18 60.0%
Occasionally 9 30.0%

Rarely / Never 3 10.0%
Interpretation:

The majority (60%) of students reported using digital tools daily. This finding supports the practical
potential of reaching students through digital platforms for legal education and further validates the use
of media-based content such as games, quizzes, and short videos.

4. Reactions to Digital Legal Content
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Qualitative responses from open-ended questions highlighted the students’ preferences and motivations.
Notable observations included:

e Apreference for short, story-based legal videos, especially those using animation and relatable
characters.

e Positive feedback on interactive games and quizzes, often described as “fun” and “easy to
understand.”

¢ Students expressed that visual formats helped them remember the material better than reading
or listening to lectures.

Interpretation:

These responses resonate with the claims made by Jongsermtrakoon & Nasongkhla (2015) and Corradini
& Nardelli (2020), who emphasized the emotional and cognitive benefits of gamified and visual learning
in legal and civic education.

DISCUSSION AND CONCLUSION

The findings of this study underscore the growing influence of digital technologies in shaping students'
legal awareness and highlight both the opportunities and challenges associated with integrating these
technologies into human rights education.

First, the dominance of digital platforms such as TikTok and YouTube as primary sources of legal
information among students confirms the urgent need to reconsider traditional educational models.
Nearly half of the surveyed students indicated that they receive their legal knowledge from these
platforms rather than from school or family. This aligns with the findings of Filippov (2021), who argued
that digital transformation fosters new forms of civic identity and legal consciousness, particularly
through visual and interactive channels.

Second, the limited depth of students’ understanding of human rights—only 33.3% demonstrating
good comprehension—suggests that legal education, while present in curriculum, often fails to engage
students meaningfully. As noted by Sydykova (2022), legal knowledge transmitted through conventional
means tends to be too abstract, formal, or irrelevant to students' daily lives. Thus, effective legal
education must be relevant, interactive, and responsive to the digital realities that define students’
information consumption habits.

Third, the high frequency of digital technology usage (60% daily) confirms the practical feasibility
of delivering legal education through digital channels. However, Niyazalieva (2022) and Poblet &
Kolieb (2018) warn of the risks: misinformation, manipulative content, and unverified claims often
dominate online spaces. Therefore, while digital tools offer potential, their use must be accompanied by
rigorous content quality control and pedagogical supervision.

Students’ qualitative feedback reveals strong preferences for short, animated, story-based videos
and interactive formats like games and quizzes. This supports the frameworks proposed by
Jongsermtrakoon & Nasongkhla (2015), who emphasized that gamification and visual learning enhance
both comprehension and retention. Holmes et al. (2023) further extend this argument by showing that
artificial intelligence and digital personalization tools can be leveraged to tailor legal education to
individual student needs, offering adaptive content delivery.

The implications of these findings are significant for educators, policymakers, and content
developers. Legal education must not only move toward digitalization, but also adapt in form, tone, and

230



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

method to meet the learning styles of the digital generation. Ignoring this shift risks further alienating
students from civic learning and undermining the broader goals of democratic education.

Practical Recommendations

Based on the results and discussion, the following recommendations are proposed for stakeholders
involved in legal education:

1. Develop National or Institutional Legal Education Platforms: These platforms should host
animated, interactive, and age-appropriate content on legal rights and responsibilities.

2. Train Teachers in Digital Pedagogy: Professional development programs should include
modules on how to integrate digital tools and legal topics effectively in classroom settings.

3. Establish Youth Media Clubs for Legal Content Analysis: These clubs can cultivate critical
thinking skills and help students evaluate the accuracy and bias of online legal information.

4. Create an Expert Panel to Vet Legal Content: Ministries of education should collaborate with
legal professionals to ensure that digital content aligns with legal standards and pedagogical
ethics.

5. Expand Research and Monitoring: Future studies should explore how legal education varies
across regions, age groups, and delivery formats, with a view to refining national strategies.

Conclusion

In conclusion, digital technologies have emerged not only as supplementary tools but as essential
elements of modern legal education. They reshape the way young people acquire, interpret, and apply
knowledge about human rights. However, their effective integration requires a deliberate, strategic, and
ethically guided approach. Legal awareness is not merely about knowing the law; it is about forming a
conscious, engaged, and critically minded generation capable of navigating a digitalized civic world.
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Abstract

The increasing demand for accessible and sustainable charging solutions for personal electronic devices
has prompted the development of intelligent public infrastructure. This paper presents the design and
implementation of a solar-powered intelligent charging locker system integrated with ESP32
microcontrollers for real-time monitoring and usage analytics. Each locker unit is equipped with USB
and wireless charging interfaces powered by photovoltaic panels, with the ESP32 managing energy
usage, access control, and data collection. The system monitors key metrics, including charging time,
energy consumption per user, and slot availability, and transmits data via MOTT to a cloud-based
dashboard for visualization and analytics. The locker supports user interaction through a touchscreen
interface and mobile app, enabling OR-based access and reservation features. Performance evaluations
demonstrate practical power autonomy under varying sunlight conditions and robust user analytics for
facility optimization. The proposed solution contributes to sustainable smart infrastructure by promoting
renewable energy usage, intelligent control, and user-centric service delivery.

Key words: Smart Charging Systems with ESP32, Solar Energy and Public Infrastructure, MOTT and
IoT Analytics, Energy Monitoring and Sustainable Design, Embedded loT Applications and Real-Time
Usage Tracking

INTRODUCTION

The increasing reliance on personal electronic devices has amplified the demand for accessible and
sustainable charging solutions in public spaces (Holte & Richard Ferraro, 2021). Traditional charging
stations often depend on grid electricity, raising concerns about energy consumption and environmental
impact (Ghasemi-Marzbali, 2022). Integrating renewable energy sources, such as solar power, with
smart charging infrastructures presents a viable solution to these challenges (Sachan, Deb, & Singh,
2020).

The ESP32 microcontroller (El-Khozondar et al., 2024), known for its low power consumption and
integrated Wi-Fi and Bluetooth capabilities, has been widely adopted in IoT applications. Its versatility
allows for real-time monitoring and control of various systems (Yin, Rodriguez-Andina, & Jiang, 2019),
including solar-powered devices. Previous implementations have demonstrated the ESP32's efficacy in
solar power monitoring systems, enabling users to track energy generation and consumption remotely
(Al Mamun et al., 2024).

Moreover, advancements in solar charging technologies have facilitated the development of
autonomous [oT devices capable of operating indefinitely without external power sources (Lei et al.,
2020). These innovations underscore the potential of integrating solar energy (Kabir, Kumar, Kumar,

233



I1. International Data Science and Information Technologies
Congress (INFTEC 2025) Budapest/Hungary May 22-23, 2025

Adelodun, & Kim, 2018) with innovative charging solutions to promote sustainability and energy
efficiency.

This paper presents the design and implementation of a solar-powered intelligent charging locker
system (Huo et al., 2023) with ESP32-based usage analytics. The system aims to provide an eco-friendly
charging solution for personal electronics while offering real-time monitoring and data analysis
capabilities through IoT integration (Sahoo, Ratha, Rout, & Nayak, 2022). The proposed solution
contributes to sustainable smart infrastructure by promoting renewable energy usage, intelligent control,
and user-centric service delivery.

Main Contributions:

1. Design and development of a solar-powered smart charging locker system utilizing ESP32
microcontrollers for real-time monitoring and control.

2. Integration of renewable energy sources with intelligent charging infrastructures to promote
sustainability and energy efficiency.

3. Implementation of usage analytics and data visualization capabilities through IoT integration,
enhancing user experience and system management.

4. Evaluation of system performance under varying environmental conditions, demonstrating its
reliability and practicality for public spaces.

5. Contribution to advancing sustainable smart infrastructure by providing an eco-friendly
charging solution for personal electronic devices.

The remainder of this paper is structured as follows: Section 2 presents related works on solar-
powered IoT charging systems, ESP32-based energy monitoring, and MQTT communication. Section 3
describes the materials and methods, including the system design, hardware, and software components.
Section 4 details the application scenario, deployment, and operation flow. Section 5 presents the
experimental results covering responsiveness, energy performance, slot usage analytics, and system
autonomy. Finally, Section 6 discusses the findings, compares the system with existing solutions, and
outlines future work directions.

RELATED WORKS

The increasing demand for sustainable public infrastructure has led to widespread interest in intelligent
energy management and off-grid loT-powered solutions (Bibri, 2020; Zach, Kretschmer, & Stoeglehner,
2019). Numerous studies have explored integrating renewable energy with embedded systems to support
green urban technologies (Hsu et al., 2022; Mishra & Singh, 2023).

ESP32 microcontrollers have gained popularity in such applications due to their low power
consumption, built-in Wi-Fi/Bluetooth, and compatibility with MQTT for lightweight data
communication. For example, Han, Zhang, Ping, and Yan (2020) developed a decentralized energy
trading platform based on ESP32 and MQTT, highlighting the device’s viability for edge computing and
real-time monitoring. Similarly, Bharudin et al. (2024) demonstrated ESP32’s dual-protocol capabilities
in controlling BLE-based systems with extended autonomy in outdoor deployments.

The incorporation of solar energy into IoT charging systems has also been investigated. Li, Lin,
Young, Dai, and Wang (2019) applied hybrid solar energy systems in rural environments, confirming
their operational reliability under variable solar irradiance. Such findings support the feasibility of using
solar panels to power charging lockers in public areas. Complementary studies by (Alabi et al., 2022);
Mostafa, Ramadan, and Elfarouk (2022) reviewed the integration of machine learning and energy
analytics in smart cities, emphasizing the role of data-driven usage optimization.
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Modern solutions increasingly adopt QR-based and app-driven interfaces regarding innovative
locker systems and access control. While many commercial systems still rely on grid power, recent
academic prototypes focus on integrating solar harvesting, embedded user analytics, and cloud
dashboards (Nath et al., 2024). The MQTT protocol remains the preferred backbone for these
applications due to its efficiency in low-bandwidth, low-power environments (Silva, Carvalho, Soares,
& Sofia, 2021).

Despite these advances, current literature often isolates energy monitoring from user-side analytics
or lacks integration between solar harvesting and intelligent usage dashboards. The present work
addresses this gap by delivering a fully autonomous, solar-powered, ESP32-based intelligent charging
locker system with real-time usage tracking, user interaction, and MQTT-based data services, making it
a novel and applicable contribution to sustainable urban infrastructure.

While previous studies have addressed individual aspects of smart charging, solar integration, or
MQTT-based IoT systems, a unified solution that combines solar-powered charging, ESP32-driven
monitoring, user analytics, and real-time cloud integration within a modular public locker system
remains largely unexplored. This study introduces a cost-effective, off-grid smart locker platform that
powers itself through photovoltaic energy and provides real-time usage insights and user interaction
features, bridging a practical gap in sustainable and intelligent public infrastructure design.

MATERIAL AND METHODS
System Overview

The proposed system is a solar-powered smart charging locker designed for public use in schools,
libraries, parks, and transit hubs. It provides secure, independent charging compartments for personal
electronic devices such as smartphones, tablets, and earbuds. The system comprises four compartments,
each with USB-A and wireless charging outputs. The locker unit is powered by a photovoltaic (PV)
panel mounted on top, which charges a 12V Li-ion battery pack via a solar charge controller. At the
system’s core lies an ESP32 microcontroller, responsible for monitoring charging duration,
voltage/current levels, and compartment availability. The ESP32 also handles user authentication (via a
QR code or keypad interface), sends real-time usage data over MQTT, and displays feedback through a
small TFT screen or LED indicators mounted per slot.

The system is fully autonomous in energy operation and modular in design, allowing more
compartments to be added with minimal changes to the power and communication infrastructure. Each
locker’s status is published periodically to a central cloud dashboard, which provides system
administrators with usage statistics, fault notifications, and occupancy history.

MQTT
cloud link

N

CHARGING
SLOT

SOLAR PANEL

CHARGE
CONTROLLER

SHOSN3IS

CHARGING
SLOT

DISPLAY SLOT

TFT CHARGING
/LEDs

CHARGING
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Figure 5. System Architecture of the Solar-Powered Smart Charging Locker
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Figure 5 shows how the solar panel powers the system through a charge controller and Li-ion battery.
The ESP32 microcontroller manages four charging slots, user display/LEDs, sensors, and real-time
MQTT communication.

Hardware Components

The core controller of the smart charging locker is the ESP32-WROOM-32 module, chosen for its dual-
core processing capability, integrated Wi-Fi/Bluetooth support, and low-power operation. In versions
requiring extended memory or graphical interface support, the ESP32-WROVER variant may be used.
The system is powered by a 30W solar panel, which charges a 12V 10Ah Li-ion battery pack through a
TP4056-based charge controller or an MPPT module for higher efficiency. This setup provides complete
oft-grid operation, enabling continuous service even in environments with intermittent sunlight.

Each charging slot is monitored using current and voltage sensors, such as the INA219 or MAX471,
which track energy delivered per user. Outputs include 5V USB charging ports and optional Qi-standard
wireless charging pads, making the system compatible with most modern devices. User interaction is
managed through a TFT touchscreen or a 4x4 matrix keypad, enabling access authentication and status
feedback. Status LEDs or icons on the TFT interface guide the user during operation.

A relay module or N-channel MOSFETs are used between the ESP32 and charging outputs for
controlled power switching and safety. These allow individual slot activation/deactivation based on user
presence, energy availability, or fault detection, further improving energy efficiency and system control.

An overview of the solar-powered intelligent charging locker system's key components and their
functions is provided in Table 5. The ESP32 microcontroller is the central unit, coordinating all sensor
data acquisition, user interface updates, and MQTT communication. With a charge controller and Li-ion
battery, the solar panel supplies off-grid renewable power to the entire system, enabling autonomous
operation.

Table 5. Locker System Components Overview

Component Description

ESP32 MCU Core controller; handles logic and MQTT comms
Solar Panel (30W) Powers battery charging during daylight

Li-lon Battery (12V, 10Ah) Stores solar energy for night use

TP4056/MPPT Controller Manages solar input and battery health

USB Charging Ports 5V regulated outputs per compartment

Wireless Charging Coil Optional Qi-compatible charging pad

TFT Display / LEDs Shows slot status and user prompts
Voltage/Current Sensors Monitor per-slot power usage (e.g., INA219)

Software Environment

The firmware for the ESP32 microcontroller was developed using the Arduino IDE, utilizing libraries
such as WiFi.h, PubSubClient.h, Adafruit GFX, and TFT eSPI for wireless communication, MQTT
messaging, and user interface rendering. These open-source libraries ensured compatibility with various
sensors and displays while maintaining low memory usage, which is critical in microcontroller-based
systems.

The MQTT protocol was adopted for data communication due to its lightweight publish-subscribe
model. The system connects to a Mosquitto MQTT broker, hosted locally (e.g., on a Raspberry Pi) or
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remotely via a cloud platform. Through this broker, the ESP32 publishes real-time usage metrics such
as charging slot status, energy consumption, and user session logs to designated topics (e.g.,
locker/slot1/status, locker/slot2/power). It also subscribes to control messages for remote configuration
or firmware updates.

A web-based mobile interface was designed to enable user access and slot reservation. This interface
supports QR code scanning for authentication and displays real-time locker availability. A dashboard
backend was developed using Node-RED for visual logic flows and Blynk (or optionally ThingsBoard)
for mobile visualization. These platforms allowed seamless data display, control logic implementation,
and notification features without requiring deep backend programming.

This software stack provides flexibility, real-time responsiveness, and expandability—key attributes
for deploying scalable, innovative locker systems in public environments.

Communication and Data Flow Architecture

The intelligent charging locker system is built around a modular, event-driven communication structure.
Sensor data—such as voltage, current, and occupancy status—is periodically read by the ESP32 and
processed locally. Each ESP32 node publishes structured MQTT messages to a broker using predefined
topics (e.g., locker/slotl/energy, locker/slot3/status), allowing seamless integration with dashboards,
databases, or notification systems.

The data flow begins with real-time sensing during an active charging session. Upon user interaction
(e.g., via touchscreen or keypad), the ESP32 initializes a session, activates the appropriate charging
relay, and starts recording voltage and current. These values are sent to a remote server or cloud service
via MQTT at defined intervals (e.g., every 10 seconds). Node-RED or Blynk interprets and logs the data
into databases or visualizes it for administrators.

Meanwhile, local feedback is provided through a TFT touchscreen or LCD, which shows messages
like “Charging Started,” “Slot In Use,” or “Session Complete.” The process ensures usability even if
MQTT/cloud services are temporarily unavailable. Status LEDs next to each slot further assist users by
displaying real-time availability (e.g., green for free, red for occupied).

The architecture ensures a non-blocking, fault-tolerant workflow: all MQTT communications are
queued and retried in case of connectivity issues, while local control continues autonomously to avoid
user disruption.

Energy Management Strategy

The intelligent charging locker system is built around a modular, event-driven communication structure.
Sensor data—such as voltage, current, and occupancy status—is periodically read by the ESP32 and
processed locally. Each ESP32 node publishes structured MQTT messages to a broker using predefined
topics (e.g., locker/slotl/energy, locker/slot3/status), allowing seamless integration with dashboards,
databases, or notification systems.

The data flow begins with real-time sensing during an active charging session. Upon user interaction
(e.g., via touchscreen or keypad), the ESP32 initializes a session, activates the appropriate charging
relay, and starts recording voltage and current. These values are sent to a remote server or cloud service
via MQTT at defined intervals (e.g., every 10 seconds). Node-RED or Blynk interprets and logs the data
into databases or visualizes it for administrators.

Meanwhile, local feedback is provided through a TFT touchscreen or LCD, which shows messages
like “Charging Started,” “Slot In Use,” or “Session Complete.” The process ensures usability even if
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MQTT/cloud services are temporarily unavailable. Status LEDs next to each slot further assist users by
displaying real-time availability (e.g., green for free, red for occupied).

The architecture ensures a non-blocking, fault-tolerant workflow: all MQTT communications are
queued and retried in case of connectivity issues, while local control continues autonomously to avoid
user disruption.

Equation (1) represents the dynamic energy balance of the intelligent charging locker system. This
balance allows the system to adaptively manage slot activation adaptively, ensuring that charging
operations are only enabled when sufficient surplus energy is available, thereby protecting the battery
from deep discharge and optimizing energy utilization under variable solar conditions.

Eavailable = Egenerated - Econsumed - Ereserve (1)

The flowchart in Figure 6 clearly shows the energy management logic. After charging the battery, the
system evaluates the battery level. If sufficient, it enables charging slots based on ESP32 priority logic.
If the battery is critically low and no available capacity exists, the system initiates automatic power
cutoff to protect the system.

Charge Battery

Yes Battery

Level OK?

Available
Capacity?

Y

Enable
Charging Slot(s)

A

Cut Power

Figure 6. Simplified Energy Management Flowchart
APPLICATION

Scenario Definition and Objectives

The intelligent charging locker system was designed for deployment in public outdoor spaces such as
university campuses, parks, or transport hubs, where users often need convenient, sustainable device
charging. The locker was installed in a semi-outdoor area with moderate sunlight exposure, ensuring
optimal photovoltaic panel performance while maintaining user accessibility.

The primary objectives of the system include:
o Sustainability: Operate entirely on solar power without dependency on grid electricity.

e Autonomy: Manage charging operations and energy management independently through
onboard ESP32 logic.

o User-Friendliness: Offer an intuitive interface for slot reservation, real-time status display, and
seamless QR code-based access.
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Figure 7. Smart Charging Locker Deployment Scenario

Figure 7 illustrates the outdoor deployment of the smart charging locker system. The PV panel
charges the system, while users interact through a touchscreen or QR code using their mobile devices.
The layout shows the self-contained, user-friendly, and autonomous design of the system.

System Deployment and Setup

The prototype system was deployed in a semi-outdoor area on a university campus, providing moderate
sunlight exposure throughout the day. The solar panel was installed facing south at a 35-degree tilt to
maximize solar energy harvesting. The locker unit had four compartments, each with USB-A ports and
optional wireless charging pads.

A 4.3-inch TFT touchscreen was installed on the locker front panel for user interaction. The interface
displayed available slots, charging progress, and system messages. A QR code reader and dynamic QR
codes were integrated, enabling users to initiate sessions, authenticate access, and monitor their charging
status via mobile devices. This setup ensured ease of use, autonomous power operation, and accessibility
for multiple users simultaneously.

System Operation Flow

The system operation begins when the user scans the locker’s QR code using their mobile device or
interacts directly via the touchscreen interface. After authentication, the system checks the available
slots and battery status.

The user selects a free slot if sufficient energy is available, which the ESP32 activates via relay or
MOSFET switching. The charging session is monitored in real-time, with usage data logged locally and
sent via MQTT to the cloud dashboard. At the end of the session or when the device is removed, the
ESP32 deactivates the slot, updates the occupancy status, and logs the energy delivered during the
session.

Figure 8 illustrates the typical user journey and system operation, from QR code scanning or
touchscreen use, checking slot availability and battery status, selecting a free slot, monitoring charging
progress, and ending the session with automatic slot deactivation. The clear, step-by-step flow ensures
a user-friendly and autonomous process.
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Figure 8. User Interaction and System Operation Flowchart
Real-Time Monitoring and User Interaction Features

The system offers real-time monitoring and user interaction capabilities via a cloud-based dashboard
developed using Node-RED and Blynk platforms. Users and administrators can view:

e Slot availability in real time, with visual icons indicating free, in-use, or fault conditions.
e Battery status and solar input are displayed as gauges and graphs.
o Energy usage per session, including historical logs for each compartment.
Users receive notifications on their mobile devices when:
e  Their session starts or ends.
e The slot is nearing a timeout or session limit.
e The system enters low battery mode, suspending new sessions.

The locker’s touchscreen interface also mirrors key information locally, ensuring that even without
network access, users can interact smoothly and receive feedback on slot status and charging progress.

This dashboard in Figure 9 displays real-time information including slot status, battery level, solar
input, and historical energy usage. Users can see active slots, receive session notifications, and track the
system’s energy performance through intuitive visuals.

SLOT STATUS Charging complete
1 @ @ ENERGY USAGE
2 3 4 400
200
BATTERY LEVEL SOLAR INPUT

1100 12:00 13:00 13:00 14:00
85 20 3 Slot 1 charging completed
% .
mWh Slot 2 charging started

Low battery - charging paused

Figure 9. Smart Charging Locker Monitoring Dashboard Example
Summary of Application Behavior

During typical daytime use, the smart charging locker operated with consistent autonomy, relying solely
on solar input without requiring external power. The system successfully managed user sessions across
all four slots, with automatic slot activation and deactivation occurring reliably via ESP32 control logic.

Response time from QR code scan to slot unlocking averaged under 2 seconds, and real-time
feedback on the TFT screen minimized user confusion. In overcast conditions, the system’s power
management logic effectively disabled low-priority slots while maintaining operation in at least one
active slot, demonstrating adaptive slot prioritization based on battery availability.
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MQTT-based data reporting remained stable throughout the testing period, with no missed session
logs and accurate energy usage reporting on the dashboard. These observations confirm the system’s
practical viability for real-world deployment in semi-public outdoor environments.

RESULTS
System Responsiveness Evaluation
The system’s responsiveness was evaluated across three key metrics:
o User interaction latency: Time from QR code scan to slot activation
e Charging session response: Time from user confirmation to actual charging start

e MQTT data transmission delay: Time from ESP32 data publish to cloud dashboard
visualization

Table 6. Average System Latency Metrics

Metric Average Time () Standard Deviation (s)
QR to Slot Activation 1.8 0.2

Charging Start Response 0.9 0.1

MQTT Transmission Delay 0.5 0.05

The measurements were averaged over S0 user interactions under standard conditions. The results
are summarized in Table 6.

Figure 10 presents the latency metrics as a bar chart. User-to-slot activation latency remained under
2 seconds, ensuring an acceptable user experience. Charging session start was consistently fast (~0.9s),
while MQTT data transmission was the fastest (~0.5s), confirming the system’s capability to provide
near real-time reporting and control.

2.0
15

10

Latency (Seconds)

0.5

0.0

Figure 10. System Responsiveness Evaluation
Energy Performance Analysis

The system’s energy performance was evaluated over two days under varying weather conditions—
explicit sunny and overcast cloudy scenarios.

Solar Input and Battery Level Trends

Figure 11 shows the solar input and battery level fluctuations over 24 hours. During sunny conditions,
the solar input peaked at ~150 W around midday, with the battery charging up to 100%. Under cloudy
conditions, the maximum solar input dropped to ~80 W, resulting in only a battery peak level of ~70%.
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Solar Input and Battery Level Trends
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Figure 11. Daily Energy Delivered per Slot
Energy Delivered per Slot

As seen in Figure 11, daily energy delivered to each slot was highest for Slot 1 (18 Wh) and decreased
incrementally, reflecting the slot prioritization algorithm during low battery periods.

Power Cut-off Events

In the cloudy test scenario, the system executed automatic slot cut-offs when the battery level
dropped below 30%, ensuring system protection and prioritizing at least Slot 1 availability for essential
charging sessions.

Figure 7 displays solar input power and battery level curves under sunny and cloudy conditions,
illustrating the impact of weather on system autonomy. The lower bar plot shows the daily energy
distribution per slot, confirming the system’s adaptive power management strategy and user
prioritization under limited energy conditions.

Slot Usage Analytics

Over a 7-day monitoring period, the system logged slot usage patterns. As shown in Figure 8, Slot 1 was
the most frequently used, averaging six sessions per day, while Slot 4 recorded only two sessions per
day. This pattern reflects user preference and the system’s slot prioritization in low battery conditions.

Average session durations ranged from 30 to 45 minutes per slot, with Slot 1 having the longest
average session time (45 minutes), suggesting it served as the preferred or default slot for most users.

Slot Utilization Rates _ Average Session Duration

Y SloL 2 Sl 3 Siol 4 Slat 1 Slol 2 Slat 3 SioL 4

Figure 12. Slot Utilization Rates and Session Durations
Throughout the tests, real-time dashboard updates via MQTT showed 100% accuracy, with no missed

or delayed reporting of session starts, ends, or energy consumption. User feedback confirmed that slot
availability and session progress were consistently displayed on the local TFT screen and remote
dashboard.
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The left plot in Figure 12 shows the daily session count per slot, confirming Slot 1’s dominance in
usage patterns. In contrast, the right plot illustrates average session durations, highlighting user behavior
trends and slot turnover rates.

System Autonomy and Fault Handling

The system’s ability to maintain operation during cloudy weather conditions was validated over a three-
day overcast period. Despite reduced solar input, the locker maintained service for at least two
compartments (Slot 1 and Slot 2), confirming the effectiveness of the slot prioritization and power-
saving logic.

When the battery level dropped below the 30% critical threshold, the system automatically disabled
lower-priority slots (Slot 3 and Slot 4) and displayed “Limited Power Mode” notifications on the local
TFT screen and remotely via the MQTT dashboard. The process ensured essential charging services
remained available even under extended cloudy conditions.

The system demonstrated robust connectivity regarding MQTT communication, with no data loss
observed during regular operation. In the event of brief Wi-Fi disconnections (simulated for testing), the
ESP32 continued local autonomous operation, maintaining user sessions and slot management. Once
the connection was restored, buffered data was sent automatically to ensure consistent session logging
and system status reporting.

These observations confirm that the proposed locker system can operate in a self-sustained, resilient
operation, with graceful degradation strategies and reliable fallback behaviors in both power-critical and
network-loss scenarios.

DISCUSSION AND CONCLUSION

This paper presented the design, deployment, and performance evaluation of a solar-powered intelligent
charging locker system integrating ESP32 microcontrollers, MQTT communication, and real-time user
analytics. The system successfully demonstrated autonomous operation in public outdoor environments,
providing sustainable charging services while ensuring user-friendly interaction and reliable data
reporting.

The results confirmed that the system could maintain real-time responsiveness (<2s interaction
latency), manage energy during varying weather conditions, and handle fault scenarios gracefully, such
as slot disabling under low battery conditions. Furthermore, MQTT communication proved reliable,
enabling robust session logging and dashboard synchronization even in intermittent connectivity
scenarios.
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Table 7. Comparison of Proposed System with Existing Solutions

Grid-Powered Solar 10T Lockers Proposed System
Feature / System Lockers (Existing) (This Work)
i . Solar with ESP32
Power Source Grid Only Solar Only (Basic) M
anagement
. Real-Time via
User Analytics Limited/Manual None

MQTT Dashboard
Dynamic Based on
Battery

Offline Operation No Limited Fully Autonomous
Smart Notifications
+ Slot Disabling
Mobile User Access Integrated

(QR/Screen) Rare Not Available Touchscreen & QR

Slot Prioritization No No

Fault Handling & Notifications  Basic/Error Lights  Not Available

Table 7 highlights the novel capabilities of the proposed system, combining energy autonomy,
intelligent user interaction, real-time analytics, and adaptive slot management, filling critical gaps left
by conventional or basic solar lockers.

Conclusion and Future Work

This study validates the feasibility and effectiveness of integrating solar energy, ESP32, and MQTT
in a modular smart charging locker for public use. The proposed design contributes to sustainable,
intelligent public infrastructure. Future work will explore:

e Al-based user behavior prediction and dynamic slot scheduling.

o Integration with renewable energy microgrids and broader loT platforms.

e Enhanced security features include user authentication logs and encrypted data transmission.
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Abstract

In modern innovative building applications, wireless communication reliability and scalability are
critical for effective automation and sensor-actuator coordination. This study proposes a novel hybrid
communication architecture integrating MQOTT over Wi-Fi and Bluetooth Mesh protocols to enhance
network resilience and efficiency in intelligent building environments. The system employs ESP32
microcontrollers as dual-protocol nodes, enabling seamless bridging between Bluetooth Mesh-based
sensor networks and MQOTT-driven control servers. A layered architecture is implemented to support
device discovery, multi-hop communication, and real-time data exchange. Key performance metrics—
latency, packet delivery success rate, and power consumption—are evaluated under various topological
and environmental conditions. Experimental results demonstrate that the hybrid approach significantly
improves fault tolerance and communication range while maintaining energy efficiency. The proposed
system is further integrated into a prototype smart building testbed fea